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Preface to the 
Springer Edition 

The reception given to the first edition of Algebra indicates that is has filled a 
definite need: to provide a self-contained, one-volume, graduate level algebra text 
that is readable by the average graduate student and flexible enough to accomodate 
a wide variety of instructors and course contents. Since it has been so well re
ceived, an extensive revision at this time does not seem warranted. Therefore, 
no substantial changes have been made in the text for this revised printing. How
ever, aU known misprints and errors have been corrected and several proofs have 
been rewritten. 

I am grateful to Paul Halmos and F. W. Gehring, and the Springer staff, for 
their encouragement and assistance in bringing out this edition. It is gratifying to 
know that Algebra will continue to be available to the mathematical community. 
Springer-Verlag is to be commended for its willingness to continue to produce 
high quality mathematics texts at a time when many other publishers are looking 
to less elegant but more lucrative ventures. 

Seattle, Washington 
June, 1980 

THOMAS W. HUNGERFORD 

Note on the twelfth printing (2003): A number of corrections were incorporated in the fifth 

printingJ thanks to the sharp-eyed diligence of George Bergman and his students at Berkeley and 

Keqin Feng of the Chinese University of Science and Technology. Additional corrections appear 

in this printing, thanks to Victor Boyko, Bob Cacioppo, Joe L. Mott, Robert Joly, and Joe 

Brody. 
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Preface 

Note: A complete discussion of possible 
ways of using this text, including sug
gested course outlines, is given on page xv. 

This book is intended to serve as a basic text for an algebra course at the beginning 
graduate level. Its writing was begun several years ago when I was unable to find 
a one-volume text which I considered suitable for such a course. My criteria for 
.. suitability," which I hope are met in the present book, are as follows. 

(i) A conscious effort has been made to produce a text which an average (but 
reasonably prepared) graduate student might read by himself without undue diffi
culty. The stress is on clarity rather than brevity. 

(ii) For the reader's convenience the book is essentially self-contained. Con
sequently it includes much undergraduate level material which may be easily omitted 
by the better prepared reader. 

(iii) Since there is no universal agreement on the content of a first year graduate 
algebra course we have included more material than could reasonably be covered in 
a single year. The major areas covered are treated in sufficient breadth and depth 
for the first year graduate level. Unfortunately reasons of space and economics have 
forced the omission of certain topics, such as valuation theory. For the most part 
these omitted subjects are those which seem to be least likely to be covered in a one 
year course. 

(iv) The text is arranged to provide the instructor with maximum flexibility in 
the choice, order and degree of coverage of topics, without sacrificing readability 
for the student. 

(v) There is an unusually large number of exercises. 

There are, in theory, no formal prerequisites other than some elementary facts 
about sets, functions, the integers, and the real numbers, and a certain amount of 
"mathematical maturity." In actual practice, however, an undergraduate course in 
modern algebra is probably a necessity for most students. Indeed the book is 
written on this assumption, so that a number of concepts with which the typical 
graduate student may be assumed to be acquainted (for example, matrices) are 
presented in examples, exercises, and occasional proofs before they are formally 
treated in the text. 

IX 



X PR EFAC E 

The guiding philosophical principle throughout the book is that the material 
should be presented in the maximum useable generality consistent with good pedago
gy. The principle is relatively easy to apply to various technical questions. It is more 

difficult to apply to broader questions of conceptual organization. On the one hand, 

for example, the student must be made aware of relatively recent insights into the 

nature of algebra: the heart of the matter is the study of morphisms (maps); many 

deep and important concepts are best viewed as universal mapping properties. On 

the other hand, a high level of abstraction and generality is best appreciated and 

fully understood only by those who have a firm grounding in the special situations 

which motivated these abstractions. Consequently, concepts which can be character

ized by a universal mapping property are not defined via this property if there is 

available a definition which is more familiar to or comprehensible by the student. 

In such cases the universal mapping property is then given in a theorem. 

Categories are introduced early and some tenninology of category theory is used 

frequently thereafter. However, the language of categories is employed chiefly as a 

useful convenience. A reader who is unfamiliar with categories should have little 

difficulty reading most of the book, even as a casual reference. Nevertheless, an 

instructor who so desires may give a substantial categorical flavor to the entire course 

without ditnculty by treating Chapter X (Categories) at an early stage. Since it is 

essentially independent of the rest of the book it may be read at any time. 

Other features of the mathematical exposition are as follows. 

Infinite sets, infinite cardinal numbers, and transfinite arguments are used routine

ly. All of the necessary set theoretic prerequisites, including complete proofs of 

the relevant facts of cardinal arithmetic, are given in the Introduction. 

The proof of the Sylow Theorems suggested by R. J. N unke seems to clarify an 

area which is frequently confusing to many students. 

Our treatment of Galois theory is based on that of Irving Kaplansky, who has 

successfully extended certain ideas of Emil Artin. The Galois group and the basic 

connection between subgroups and subfields are defined in the context of an ab

solutely general pair of fields. Among other things this permits easy generalization of 

various results to the infinite dimensional case. The Fundamental Theorem is proved 

at the beginning, before splitting fields, normality, separability, etc. have been 

introduced. Consequently the very real danger in many presentations, namely that 

student will lose sight of the forest for the trees, is minimized and perhaps avoided 

entirely. 

In dealing with separable field extensions we distinguish the algebraic and the 

transcendental cases. This seems to be far better from a pedagogical standpoint than 

the Bourbaki method of presenting both cases simultaneously. 

If one assumes that all rings have identities, all homomorphisms preserve identi

ties and all modules are unitary, then a very quick treatment of semisimple rings 

and modules is possible. Unfortunately such an approach does not adequately pre

pare a student to read much of the literature in the theory of noncommutative rings. 

Consequently the structure theory of rings (in particular, semisimple left Artinian 

rings) is presented in a more general context. This treatment includes the situation 

mentioned above, but also deals fully with rings without identity, the Jacobson 

radical and related topics. In addition the prime radical and Goldie's Theorem on 

semiprime rings are discussed. 

There are a large number of exercises of varying scope and difficulty. My experi
ence in attempting to �'star" the more difficult ones has thoroughly convinced me of 
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the truth of the old adage: one man's meat is another's poison. Consequently no 
exercises are starred. The exercises are important in that a student is unlikely to 
appreciate or to master the material fully if he does not do a reasonable number of 
exercises. But the exercises are not an integral part of the text in the sense that non
trivial proofs of certain needed results are left entirely to the reader as exercises. 

Nevertheless, most students are quite capable of proving nontrivial propositions 

provided that they are given appropriate guidance. Consequently, some theorems 

in the text are followed by a "sketch of proof" rather than a complete proof. Some

times such a sketch is no more than a reference to appropriate theorems. On other 

occasions it may present the more difficult parts of a proof or a necessary "trick" 
in full detail and omit the rest. Frequently aU the major steps of a proof will be 

stated, with the reasons or the routine calculational details left to the reader. Some 
of these latter "sketches" would be considered complete proofs by many people. In 

such cases the word usketch" serves to warn the student that the proof in question 

is somewhat more concise than and possibly not as easy to follow as some of the 

"complete" proofs given elsewhere in the text. 

Seattle, Washington 
September, 1973 

THOMAS W. HUNGERFORD 
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Suggestions 
on the Use of th is Book 

GEN ERAL I N FORMAT ION 

Within a given section all definitions, lemmas, theorems, propositions and corol
laries are numbered consecutively (for example, in section 3 of some chapter the 

fourth numbered item is Item 3.4). The exercises in each section are numbered in a 

separate system. Cross references are given in accordance with the following 

scheme. 

(i) Section 3 of Chapter V is referred to as section 3 throughout Chapter V and 

as section V.3 elsewhere. 

(ii) Exercise 2 of section 3 of Chapter V is referred to as Exercise 2 throughout 

section V.3, as Exercise 3.2 throughout the other sections of Chapter V, and as 
Exercise V.3.2 elsewhere. 

(iii) The fourth numbered item (Definition, Theorem, Corollary, Proposition, 

or. Lemma) of section 3 of Chapter Vis referred to as Item 3.4 throughout Chapter V 

and as Item V.3.4 elsewhere. 

The symbol • is used to denote the end of a proof. A complete list of mathematical 

symbols precedes the index. 

For those whose Latin is a bit rusty, the phrase mutatis mutandis may be roughly 
translated: •'by changing the things which (obviously) must be changed (in order 

that the argument will carry over and make sense in the present situation).'' 

The title "'proposition" is applied in this book only to those results which are nor 
used in the sequel (except possibly in occasional exercises or in the proof of other 
upropositions .. ). Consequently a reader who wishes to follow only the main line of 
the development may omit all propositions (and their lemmas and corollaries) with
out hindering his progress. Results labeled as lemmas or theorems are almost always 
used at some point in the sequel. When a theorem is only needed in one or two 
places after its initial appearance, this fact is usually noted. The few minor excep
tions to this labeling scheme should cause little difficulty. 

INTERDEPENDENCE OF CHAPTERS 

The table on the next page shows chapter interdependence and should be read in 
conjunction with the Table of Contents and the notes below (indicated by super
scripts). In addition the reader should consult the introduction to each chapter for 
information on the interdt:pendence of the various sections of the chapter. 
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SUGG ESTED COURSE OUTLI N ES xvii 

NOTES 
1. Sections 1-7 of the Introduction are essential and are used frequently in the 

sequel. Except for Section 7 (Zorn's Lemma) this material is almost all elementary. 
The student should also know a definition of cardinal number (Section 8, through 
Definition 8.4). The rest of Section 8 is needed only five times. (Theorems Il.1.2 and 
IV.2.6; Lemma V.3.5; Theorems V.3.6 and Vl.1.9). Unless one wants to spend a 
considerable amount of time on cardinal arithmetic, this material may well be 
postponed until needed or assigned as outside reading for those interested. 

2. A student who has had an undergraduate modern algebra course (or its 
equivalent) and is familiar with the contents of the Introduction can probably begin 
reading immediately any one of Chapters I, Ill, IV, or V. 

3. A reader who wishes to skip Chapter I is strongly advised to scan Section 
I. 7 to insure that he is familiar with the language of category theory introduced 
there. 

4. With one exception, the only things from Chapter III needed in Chapter IV 
are the basic definitions of Section 111.1. However Section 111.3 is a prerequisite for 
Section IV.6. 

5. Some knowledge of solvable groups (Sections II.7, 11.8) is needed for the 
study of radical field extensions (Section V.9). 

6. Chapter VI requires only the first six sections of Chapter V. 

7. The proof of the Hilbert Nullstellensatz (Section VIII.7) requires some 
knowledge of transcendence degrees (Section VI.l) as well as material from Section 
V.3. 

8. Section VIlLI (Chain Conditions) is used extensively in Chapter IX, but 
Chapter IX is independent of the rest of Chapter VIII. 

9. The basic connection between matrices and endomorphisms of free modules 
(Section VII. I, through Theorem VII.I.4) is used in studying the structure of rings 
(Chapter IX). 

I 0. Section V. 3 is a prerequisite for Section IX.6. 

11. Sections 1.7, IV.4, and IV.5 are prerequisites for Chapter X; otherwise 
Chapter X is essentially independent of the rest of the book. 

SUGGESTED COU RSE OUTL I N ES 

The information given above, together with the introductions to the various chapters, 
is sufficient for designing a wide variety of courses of varying content and length. 
Here are some of the possible one quarter courses (30 class meetings) on specific 
topics. 

These descriptions are somewhat elastic depending on how much is assumed, the 
level of the class, etc. Under the heading Review we list background material (often 
of an elementary nature) which is frequently used in the course. This material may 
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be assumed or covered briefly or assigned as outside reading or treated in detail if 
necessary� depending on the background of the class. It is assumed without ex
plicit mention that the student is familiar with the appropriate parts of the Intro
duction (see note 1, p. xvii). Almost all of these courses can be shortened by omit
ting all Propostions and their associated Lemmas and Corollaries (see page xv). 

GROUP THEORY 
Review: Introduction, omitting most of Section 8 (see note 1, p. xvii). Basic 

Course: Chapters I and II, with the possible omission of Sections 1.9, 11.3 and the 
last half of II. 7. It is also possible to omit Sections 11.1 and 11.2 or at least postpone 
them until after the Sylow Theorems (Section 11.5). 

MODULES AND THE STRUCTURE OF RINGS 
Review: Sections 111.1 and 111.2 (through Theorem 111.2.13). Basic Course: the 
rest of Section 111.2; Sections 1-5 of Chapter IV1; Section VII. I (through Theorem 
VII. 1.4); Section VIII. I; Sections 1-4 of Chapter IX. Additional Topics: Sections 
111.4, IV .6, IV. 7, IX.5; Section IV .5 if not covered earlier; Section IX.6; material 
from Chapter VIII. 

FIELDS AND GALOIS THEORY 
Review: polynomials, modules, vector spaces (Sections 111.5, 111.6, IV .1, IV .2). 
Solvable groups (Sections II. 7, 11.8) are used in Section V .9. Basic Course2: Sec
tions 1-3 of Chapter V, omitting the appendices; Definition V.4.1 and Theorems 
V.4.2 and V.4. 12; Section V.5 (through Theorem 5.3); Theorem V.6.2; Section 
V.7, omitting Proposition V.7.7-Corollary V.7.9; Theorem V.8.1; Section V.9 
(through Corollary V.9.5); Section VI. I. Additional Topics: the rest of Sections 
V.5 and V.6 (at least through Definition V.6.10); the appendices to Sections V.1-
V.3; the rest of Sections V.4, V.9, and V.7; Section V.8; Section VI.2. 

LINEAR ALGEBRA 
Review: Sections 3-6 of Chapter III and Section IV .1; selected parts of Section 
IV.2 (finite dimensional vector spaces). Basic Course: structure of torsion mod
ules over a PID (Section IV .6, omitting material on free modules); Sections 1-5 of 
Chapter VII, omitting appendices and possibly the Propositions. 

11f the stress is primarily on rings, one may omit most of Chapter IV. Specifically, one 
need only cover Section IV .1; Section IV .2 (through Theorem IV .2.4); Definition IV .2.8; 
and Section IV.3 (through Definition IV .3.6). 

2The outline given here is designed so that the solvability of polynomial equations can be 
discussed quickly after the Fundamental Theorem and splitting fields are presented; it re
quires using Theorem V. 7. 2 as a definition, in place of Definition V. 7 . 1 .  The discussion may 
be further shortened if one considers only finite dimensional extensions and omits algebraic 
closures, as indicated in the note preceding Theorem V .3.3. 
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COMMUTATIVE AlGEBRA 

Review : Sections 111.1,111.2 (through Theorem 111.2.13). Basic Course: the rest of 
Section 111.2; Sections 111.3 and 111.4; Section IV.l; Section IV.2 (through Corollary 
IV.2.2); Section IV.3 (through Proposition IV.3.5); Sections 1-6 of Chapter VIII, 
with the possible omission of Propositions. Additional topics : Section VIII. 7 
(which also requires background from Sections V.3 and VI. I). 
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INTRODUCTION 

PREREQU ISITES AN D 
PRELI M I NARI ES 

In Sections 1-6 we summarize for the reader's convenience some basic material with 
which he is assumed to be thoroughly familiar (with the possible exception of the dis
tinction between sets and proper classes (Section 2), the characterization of the 
Cartesian product by a universal mapping property (Theorem 5.2) and the Recursion 
Theorem 6.2) . The definition of cardinal number (first part of Section 8) wil l  be used 
frequently. The Axiom of Choice and its equivalents (Section 7) and cardinal arith
metic (last part of Section 8) may be postponed until this information is actually 
used. Finally the reader is presumed to have some familiarity with the fields Q, R, 
and C of rational, real, and complex numbers respectively. 

1. LOGIC 

We adopt the usual logical conventions, and consider only statements that have a 
truth value of either true or false (not both). If P and Q are statements, then the 
statement "'P and Q'' is true if both P and Q are true and false otherwise. The state
ment "P or Q" is true in all cases except when both P and Q are false. An implication 
is a statement of the form "P implies Q" or "if P, then Q" (written symbolically as 
P ::=} Q). An implication is false if P is true and Q is false; it is true in all other cases. 
In particular, an implication with a false premise is always a true implication. An 
equivalence or biconditional is a statement of the form "P implies Q and Q im
plies P." This is generally abbreviated to "'P if and only if Q" (symbolically P <::::} Q). 
The biconditional "'P � Q" is true exactly when P and Q are both true or both 
false; otherwise it is false. The negation of the statement P is the statement "'it is not 
the case that P." It is true if and only if P is false. 

2. SETS AND CLASSES 

Our approach to the theory of sets will be quite informal. Nevertheless in order 
to define adequately both cardinal numbers (Section 8) and categories (Section I. 7) it 

1 
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will be necessary to introduce at least the rudiments of a formal axiomatization of 
set theory. In fact the entire discussion may, if desired, be made rigorously precise; 
see Eisenberg [8] or Suppes [10) .  An axiomatic approach to set theory is also useful in 
order to avoid certain paradoxes that are apt to cause difficulty in a purely intuitive 
treatment of the subject. A paradox occurs in an axiom system when both a state
ment and its negation are deducible from the axioms. This in turn implies (by an 
exercise in elementary logic) that every statement in the system is true, which is 
hardly a very desirable state of affairs. 

In the Gooel-Bernays form of axiomatic set theory, which we shall follow, the 
primitive (undefined) notions are class, membership, and equality. Intuitively we con
sider a class to be a collection A of objects (elements) such that given any object x it 
is possible to determine whether or not x is a member (or element) of A. We write 
x E A for "x is an element of A" and x +A for ''x is not an element of A:' The axioms 
are formulated in terms of these primitive notions and the first-order predicate 
calculus (that is, the language of sentences built up by using the connectives and, 
or, not, implies and the quantifiers there exists and for all). For instance, equal
ity is assumed to have the following properties for all classes A, B, C: A = A; 
A = B => B = A; A = B and B = C => A = C; A = B and x E A => x E B. The 
axiom of extensionality asserts that two classes with the same elements are equal 
(formally, [x E A {=> x E B) =:::) A = B). 

A class A is defined to be a set if and only if there exists a class B such that A e B. 
Thus a set is a particular kind of class. A class that is not a set is called a proper class. 

Intuitively the distinction between sets and proper classes is not too clear. Roughly 
speaking a set is a "small" class and a proper class is exceptionally "large." The 
axiom of class formation asserts that for any statement P(y) in the first-order predi
cate calculus involving a variable y, there exists a class A such that x E A if and only 
if x is a set and the statement P(x) is true. We denote this class A by l x I P(x) J, and 
refer to uthe class of all X such that P(x)." Sometimes a class is described simply by 
listing its elements in brackets, for example, { a,b,c}. 

EXAMPLE.1 Consider the class M = {X I X is a set and X .X}. The statement 
X f X is not unreasonable since many sets satisfy it (for example, the set of all books is 
not a book). M is a proper class. For if M were a set, then either Me M or M 4 M. 
But by the definition of M, Me Mimplies M t Mand M¢ M implies Me M. Thus in 
either case the assumption that M is a set leads to an untenable paradox : M e M 
MdMt M 

. 

We shall now review a number of familiar topics (unions, intersections, functions, 
relations, Cartesian products, etc.). The presentation will be informal with the men
tion of axioms omitted for the most part. However, it is also to be understood that 
there are sufficient axioms to guarantee that when one of these constructions is per
formed on sets, the result is also a set (for example, the union of sets is a set; a sub
class of a set is a set). The usual way of proving that a given class is a set is to show 
that it may be obtained from a set by a sequence of these admissible constructions. 

A class A is a subclass of a class B (written A c B) provided: 

for all x e A, x e A =:::) x E B. (1) 

1This was first propounded (in somewhat different form) by Bertrand Russell in 1902 as 
a paradox that indicated the necessity of a formal axiomatization of set theory. 



3. FUNCTI ON S  

By the axioms of extensionality and the properties of equality: 

A = B ¢::} A c B and B c A. 

3 

A subclass A of a class B that is itself a set is called a subset of B. There are axioms to 
insure that a subclass of a set is a subset. 

The empty set or null set (denoted 0) is the set with no elements (that is, given 
any x, x t 0). Since the statement "x E 0" is always false, the implication (1) is al
ways true when A = 0. Therefore 0 C B for every class B. A is said to be a proper 
subclass of B if A c B but A � 0 and A � B. 

The power axiom asserts that for every set A the class P(A) of all subsets of A is 
itself a set. P(A) is called the power set of A; it is also denoted 2A. 

A family of sets indexed by (the nonempty class) I is a collection of sets A,, one 
for each i E I (denoted { Ai I i E I}). Given such a family, its union and intersection are 
defined to be respectively the classes 

U A; = { x I x E Ai for some i E JJ ; and 
iel 

nA. = {X I X E A, for every i E I}. 
iel 

If I is a set, then suitable axioms insure that U Ai and n A. are actually sets. If 
iei iel 

I = { 1 ,2, . . .  , n J one frequently writes At U A2 U - · · U An in place of U A, and 
ial 

similarly for intersections. If A n B = 0, A and B are said to be disjoint. 

If A and B are classes, the relative complement of A in B is the following subclass 
of B: 

B - A = { x I x E B and x � A J. 

If all the classes under discussion are subsets of some fixed set U (called the universe 
of discussion), then U - A is denoted A' and called simply the complement of A. 
The reader should verify the following statements. 

A n (UBi) = U<A n Bi) and 
ial iel 

A U (nBi) = n(A U B;). 
iei iei 

(2) 

(UAi)' = nA/ and <nAi)' = UA/ (DeMorgan's Laws). (3) 
iEl iei iei iei 

A U B = B � A C B ¢::> A n B = A. (4) 

3. FUNCTIONS 

Given classes A and B, a function (or map or mapping) [from A to B (written 
f: A --+B) assigns to each a E A exactly one element b E B; b is called the value of the 
function at a or the image of a and is usually written f(a). A is the domain of the 
function (sometimes written Domfl and B is the range or codomain. Sometimes it is 
convenient to denote the effect of the function f on an element of A by a f-. f(a). Two 
functions are equal if they have the same domain and range and have the same 
value for each element of their common domain. 
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Iff : A--+ B is a function and S c A, the function from S to B given by 

a� f( a), for a e:S 

is called the restriction of f to S and is denoted f I S : S ---+ B. If A is any class, the 
identity function on A (denoted lA : A ---+ A) is the function given by a� a. If S C A, 
the function lA I S : S--+ A is called the inclusion map of S into A. 

Let f: A ---+B and g : B--. C be functions. The composite of fand g is the function 
A --. C given by 

a� g(f(a)), a eA. 

The composite function is denoted g o f or simply g f. If h : C --. D is a third function, 
it is easy to verify that h(gf) = (hg) f. Iff : A ---+ B, then/ o 1 A  = f = lB o f : A---+ B. 

A diagram of functions: 

is said to be commutative if gf = h. Similarly, the diagram: 

is commutative if kh = gf. Frequently we shall deal with more complicated diagrams 
composed of a number of triangles and squares as above. Such a diagram is said to 
be commutative if every triangle and square in it is commutative. 

Let f: A--. B be a function. If S c A, the image of S under f (denoted f(S)) is 
the class 

{ b e B I b = f(a) for some a e S J. 

The class f(A) is called the image of f and is sometimes denoted Im f If T c B, the 
inverse image of T under /(denoted f-1( T)) is the class 

{ a  e A I f(a) e T}. 

If T consists of a single element, T = { bl, we write /- 1(b) in place of / - 1( D. The 
following facts can be easily verified: 

for S C A, /-1(/(S)) ::> S; 

for T c B, f( /-1( D) c T. 

For any family { Ti I i e Il of subsets of B, 

/-1(UTi) = U /-1( Ti); 
iP:.l iP:.l 

f-1(nTi) = n f-I( Ti). 
i,p;J iP:.l 

A function f: A --+ B is said to be injective (or one .. to-one) provided 

for all a,d e A, a y6. a' ::::::} f(a) � f( a'); 

(5) 
(6) 

(7) 

(8) 

' 

' 
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alternatively, fis injective if and only if 

for all a,a' E A, f(a) = /(a') => a =  a'. 

A function fis surjective (or onto) provided f(A) = B; in other words, 

for each b E B, b = f(a) for some a E A. 

A function f is said to be bijective (or a bijection or a one-to-one correspondence) if it 
is both injective and surjective. It follows immediately from these definitions that for 
any class A, the identity map IA :A --4 A is bijective. The reader should verify that 
for maps f: A --4 B and g :  B--+ C, 

f and g injective => g f  is injective; (9) 

f and g surjective => g fis surjective; (10) 

gf injective => /is injective; (11) 

g f  surjective => g is surjective. (12) 

Theorem 3. 1. Let f: A--+ B be a function, with A nonempty. 

(i) f is injective if and only if there is a map g : B --4 A such that gf = 1 A· 
(ii) If A is a set, then f is surjective if and only if there is a map h : B --4 A such that 

fh = lB. 

PROOF. Since every identity map is bijective, ( l l) and {12) prove the implica
tions {<=) in {i) and (ii). Conversely if /is injective, then for each bE f(A) there is a 
unique a E A with f(a) = b. Choose a fixed ao E A and verify that the map g : B --4 A 
defined by 

(b) = { a if b E/(A) and f(a) = b g ao if b 4/(A) 

is such that g f  = 1A .  For the converse of {ii) suppose f is surjective. Then f-1{b) C A 
is a nonempty set for every bE B. For each bE B choose abE f-1(b) {Note : this re
quires the Axiom of Choice; see Section 7) . Verify that the map h : B --4 A defined by 
h(b) = a, is such that fh = ln. • 

The map g as in Theorem 3 . 1  is called a left inverse of fand h is called a right in

verse of f. If a map f: A --+ B has both a left inverse g and a right inverse h, then 

g = glB = g( fh) = (gf)h = IAh = h 

and the map g = h is called a two-sided inverse of f. This argument also shows that 
the two-sided inverse of a map {if it has one) is unique. By Theorem 3.1  if A is a set 
and f: A --.. B a function, then 

/is bijective <=> /has a two-sided inverse. 2 (13) 

The unique two-sided inverse of a bijection fis denoted j-1; clearly fis a two-sided 
·inverse of J-• so that J-• is also a bijection. 

'(13) is actually true even when A is a proper class; see Eisenberg [8; p. 146]. 
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4. RELATIONS AND PARTITIONS 

The axiom of pair formation states that for any two sets [elements] a,b there is a 
set P = { a,b J such that x E P if and only if x = a or x = b; if a = b then P is the 
singleton { a} . The ordered pair ( a,b) is defined to be the set { { a} , { a,b} } ; its first com
ponent is a and its second component is b. It is easy to verify that ( a,b) = ( a',b') if and 
only if a = a' and b = b'. The Cartesian product of classes A and B is the class 

A X B = { ( a,b) I a E A, b E  B} . 

Note that A X 0 = 0 = 0 X B. 

A subclass R of A X B is called a relation on A X B. For example, iff : A -4 B is 
a function, the graph of /is the relation R = { ( a,f( a)) I a e A } .  Since /is a function, 
R has the special property: 

every element of A is the first component of 
one and only one ordered pair in R. (14) 

Conversely any relation R on A X B that satisfies (14), determines a unique function 
f :  A -4 B whose graph is R (simply define f(a) = b, where ( a,b) is the unique 
ordered pair in R with first component a). For this reason it is customary in a formal 
axiomatic presentation of set theory to identify a function with its graph, that is, to 
define a function to be a relation satisfying (14). This is necessary, for example, in 
order to prove from the axioms that the image of a set under a function is in fact 
a set. 

Another advantage of this approach is that it permits us to define functions with 
empty domain. For since 0 X B = 0 is the unique subset of 0 X B and vacuously 
satisfies (14), there is a unique function 0 -4 B. It is also clear from (14) that there 
can be a function with empty range only if the domain is also empty. Whenever con
venient we shall think of a function as a relation satisfying (14). 

A relation R on A X A is an equivalence relation on A provided R is : 

reflexive : ( a, a) E R for all a E A ;  

symmetric : ( a,b) E R � (b, a) E R ;  

transitive : ( a,b) E R and (b,c) E R � (q,c) E R. 

(15) 

(16) 

(17) 

If R is an equivalence relation on A and (a,b) E R, we say that a is equivalent to b 
under R and write a 1"./ b or aRb; in this notation (15)- ( 17) become: 

a ,..._, a; 

a ,..._, b � b ,..._, a;  

a 1"./ b and b 1"./ c =::} a ,..._, c. 

(15') 

(16') 

(17') 

Let R ( ,..._,) be an equivalence relation on A. If a E A, the equivalence class of a 
(denoted ii) is the class of all those elements of A that are equivalent to a; that is, 
li = { b E A I b ,..._, a}. The class of all equivalence classes in A is denoted A/ R and 
called the quotient class of A by R. Since R is reflexive, a E li  for every a E A ;  hence 

a � 0, for every a E A ;  and if A is a set 

Ua = A =  U a. 
a�A ae.A/R 

(18) 

(19) 
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Also observe that 

a = b � · a I"J b; (20) 

for if a = b, then a e a ==:} a e b ==:} a � b. Conversely, if a � b and c e a, then c � a 
and a �  b � c I"J b � c e b. Thus a C b;  a symmetric argument shows that li C a 
and therefore a = b. Next we prove: 

for a,b E A' either a n h = 0 or a = li. (21) 

If a n b � 0, then there is an element c E a n b. Hence c � a  and c � b. Using 
symmetry, transitivity and (20) we have : a �  c and c ,-.....; b => a ,-.....; b ==:} a  = b. 

Let A be a nonempty class and { Ai I i e I} a family of subsets of A such that: 

Ai � 0, for each i e I; 
U A" = A ;  

iel 
Ai n A; = 0 for all i � j E I; 

then { Ai I i e I} is said to be a partition of A. 

Theorem 4.1.  If A is a nonempty set, then the assignment R � A/R defines a bijec
tion from the set E(A) of all equivalence relations on A onto the set Q(A) of all parti
tions of A. 

SKETCH OF PROOF. If R is an equivalence relation on A, then the set A/ R 
of equivalence classes is a partition of A by (1 8), (19), and (21 )  so that R � A/ R de
fines a function f: E(A) --4 Q(A). Define a function g : Q(A) --4 E(A) as follows. If 
S = { Ai I i e I} is a partition of A, let g(S) be the equivalence relation on A given by: 

a �  b <=> a e Ai and b e  Ai for some (unique) i e I. (22) 

Verify that g(S) is in fact an equivalence relation such that a = Ai for a e Ai. Com
plete the proof by verifying that fg = 1ocA> and gf = 1 EcA> · Then f is bijective 
by (13). • 

5. PRODUCTS 

Note. In this section we deal only with sets. No proper classes are involved. 

Consider the Cartesian product of two sets At X A2• An element of At X A2 is a 
pair (a1,a2) with ai e Ai, i = 1 ,2. Thus the pair (at,a2) determines a function /:  { 1 ,2} 
--4 A1 U A2 by : /(1) = a. , f(2) = a2. Conversely, every function [ : { 1 ,2} --4 A1 U A2 
with the property that /(1) e A1 and /(2) e A2 determines an element (a�,a2) = 
(/(1),/(2)) of At X A2. Therefore it is not difficult to see that there is a one-to-one 
correspondence between the set of all functions of this kind and the set A1 X A2• 
This fact leads us to generalize the notion of Cartesian product as follows. 

Defin ition 5.1.  Let { Ai I i e I }  be a family of sets indexed by a (nonempty) set I .  The 
(Cartesian) product of the sets Ai is the set of all functions f :  I --4 U Ai such that 

ial 
f(i) E Ai for all i e I. It is denoted II Ai. 

ial 
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If I = { 1 ,2, . . .  , n}, the product IT A; is often denoted by A1 X A2 X · · · X  An 
i£1 

and is identified with the set of all ordered n-tuples (aha2 , . . .  , an), where a; e A; for 
i = 1 ,2, . . .  , n just as in the case mentioned above, where I = { 1 ,2}. A similar 
notation is often convenient when I is infinite. We shall sometimes denote the 
functionfe IT A; by (a;}1ei or simply {a;}, wheref(i) = a; e A; for each i e I. 

i£1 
If some A 1 = 0, then II Ai = 0 since there can be no function f: I --4 U Ai 

i!.l 

such that /U) e Ai. 
If l Ai I i e I} and t Bi I i e I} are families of sets such that Bi c Ai for each i e I, 

then every function l --4  U Bi may be considered to be a function l --4  U Ai. There-
�� �I 

fore we consider II Bi to be a subset of II Ai. 
i,] iF.] 

Let II Ai be a Cartesian product. For each k e I define a map 7rk : II Ai � Ak 
iF.] iF.J 

by /� f(k), or in the other notation, { ad � ak. 7rk is called the (canonical) projec-
tion of the product onto its kth component (or factor) . If every Ai is nonempty, then each 
1T,_ is surjective (see Exercise 7 .6) . 

The product II Ai and its projections are precisely what we need in order 
iel 

to prove : 

Theorem 5.2. Let { Ai I i e I }  be a family of sets indexed by I. Then there exists a set 
D, together with a family of maps { 7ri : D ----. Ai I i e I }  with the following property: for 
any set C and family of maps { 'Pi : C ----. Ai I i e I l ,  there exists a unique map q; : C ----. D 
such that 1ri'P = 'Pi/or all i E L Furthermore, D is uniquely determined up to a bijection. 

The last sentence means that if D' is a set and { 1r/ : D' ------+ A, I i e /}  a family of 
maps, which have the same property as D and { 1ri } , then there is a bijection D ----. D'. 

PROOF OF 5.2. (Existence) Let D = II Ai and let the maps 1ri be the projec
iEI 

tions onto the ith components. Given C and the maps 'Pi-r define q; : C ------+ II Ai by 
i,] 

c l---+ /c, where fc(i) = <Pi(c) e Ai. It follows immediately that 1ri<P = 'Pi for all i e I. To 
show that q; is unique we assume that q;' : C -+  II Ai is another map such that 

i£1 
1ri'P' = 'Pi for all i e I and prove that 'P = <P'. To do this we must show that for each 
c e C, (f?(c), and q;'(c) are the same element of II Ai - that is, <P(c) and q;'(c) agree as 

it! I 

functions on J: ('P(c))(i) = (q;'(c)Xi) for all i e I. But by hypothesis and the definition 
of 1ri we have for every i e 1: 

(q;'(c))(i) = 1ri'P'(c) = <Pi(c) = /c(i) = (<P(c))(i). 

(Uniqueness) Suppose D' (with maps 1r/ : D' -+ Ai) has the same property as 
D = II Ai. If we apply this property (for D) to the family of maps { 1r/ : D' ------+ Ai } 

ial 
and also apply it (for D') to the family { 7ri : D -+  Ai l ,  we obtain (unique) maps 

' 

l 
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'P : D' --+ D and 1/1 : D --+ D' such that the following diagrams are commutative for 
each i e !: 

' 

Combining these gives for each i e I a commutative diagram 

Thus 'Pl/1 : D --+ D is a map such that 7r"i{'{Jl/l) = 1ri for all i e !. But by the proof above, 
there is a unique map with this property. Since the map ln : D --+ D is also such that 
1rilD = 1ri for all i e /, we must have 'Pl/1 = 1 n  by uniqueness. A similar argument 
shows that 4''P = ln' ·  Therefore, 'P is a bijection by (13) and D = II Ai is uniquely 

determined up to a bijection. • 
ie.I 

Observe that the statement of Theorem 5.2 does not mention elements ; it in
volves only sets and maps. It says, in effect, that the product II Ai is characterized 

iel 
by a certain universal mapping property. We shall discuss this concept with more pre-
cision when we deal with categories and functors below. 

6. THE INTEGERS 

We do not intend to give an axiomatic development of the integers. Instead we 
assume that the reader is thoroughly familiar with the set Z of integers, the set 
N = { 0,1  ,2, . . .  } of nonnegative integers (or natural numbers) the set N* = { 1 ,2, . . .  J 
of positive integers and the elementary properties of addition, multiplication, and 
order. In particular, for all a,b,c e Z: 

(a + h) + c = a + (b + c) and (ab)c = a(bc) (associative laws) ; (23) 
a + b = b + a and ah = ba (commutative laws) ; (24) 

a(b + c) = ab + ac and (a + b)c = ac + be (distributive laws) ; (25) 
a + 0 = a and al = a (identity elements) ; (26) 

for each a e Z there exists -a e Z such that a +  (-a) = 0 (additive inverse) ; (27) 
we write a - h for a +  (-b). 

ab = 0 <=> a = 0 or b = 0; 

a < b ==:) a + c < h + c for all c e Z; 

a < b =::} ad < bd for all d e N*. 

(28) 
(29) 
(30) 

We write a < b and b > a interchangeably and write a < b if a < b or a = b. The 
absolute value Ia! of a e Z is defined to be a if a > 0 and - a  if a < 0. Finally we 
assume as a basic axiom the 
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Law of Wel l  Ordering. Every nonempty subset S of N contains a least element (that 
is, an element b e S such that b < c for all c e S). 

In particular, 0 is the least element of N. 
In addition to the above we require certain facts from elementary number theory, 

some of which are briefly reviewed here. 

Theorem 6.1. (Principle of Mathematical Induction) IfS is a subset of the set N of 
natural numbers such that 0 e S and either 

or 

(i) n e S =::} n + J e S for all n e N; 

(ii) m e S for all 0 < m < n � n e S for all n e N; 

then S = N. 

PROOF. If N - S � fZ), let n ¢ 0 be its least element. Then for every m < n, 
we must have m * N - S and hence m e S. Consequently either (i) or (ii) implies 
n e S, which is a contradiction. Therefore N - S = 0 and N = S. • 

REMARK. Theorem 6. 1 also holds with 0, N replaced by c, Me = { x e Z I x > c l 
for any c e Z. 

In order to insure that various recursive or inductive definitions and proofs in the 
sequel (for example, Theorems 8.8 and 111 .3 .7 below) are valid, we need a technical 
result : 

Theorem 6.2. (Recursion Theorem) lfS is a set, a e S and for each n e N, fn : S --4 S is 
a function, then there is a unique function <P : N --4 S such that <P(O) = a and <P(n + 1)  = 
fn(<P(n)) for every n e N. 

SKETCH OF PROOF. We shall construct a relatio� R on N X S that is the 
graph of a function <P : N --4 S with the desired properties. Let g be the set of all 
subsets Y of N X S such that 

(O,a) e Y; and (n,x) e Y � (n + l ,.fn(x)) e Y for all n e N. 

Then g � f2) since N X S e g. Let R = n Y; then R e g. Let M be the sub-
YES 

set of N consisting of all those n e N  for which there exists a unique Xn e S such that 
(n,xn) e R. We shall prove M = N by induction. If 0 t M, then there exists (O,h) e R 
with b ¢ a  and the set R - { (O,b) } C N X S is in g. Consequently R = n Y 

YES 

c R - {(O,bJ}, which is a contradiction. Therefore, 0 € M. Suppose inductively that 
n E M (that is, (n,xn) € R for a unique xn E S). Then (n + l ,fn(xn)) E R also. If 
(n + l ,c) € R with c ¥- fn(x") then R - {(n + 1 ,c)} e g (verify!), which leads to a 
contradiction as above. Therefore, Xn+l = [n(x11) is the unique element of S such 
that (n + l ,xn+t) e R.  Therefore by induction (Theorem 6. 1 )  N = M, whence the 
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assignment n � Xn defines a function 'P : N -4 S with graph R. Since (O,a) e R 
we must have ffJ(O) = a. For each n e N, (n,xn) = (n,cp(n)) e R and hence 
(n + l ,f.n(ffJ(n)) e R since R e g. But (n + 1 ,xn+l) e R and the uniqueness of Xn+l 
imply that '{J(n + 1 )  = Xn+l = f.n(ffJ(n)). • 

If A is a nonempty set, then a sequence in A is a function N -+  A. A sequence is 
usually denoted {a0 ,a1 , • • •  } or {a,.};eN or {a;}, where a; e A is the image of i e N. 
Similarly a function N* -+ A is also called a sequence and denoted {a1 ,a2 , • • •  } or 
{a;};eN• or {a;}; this will cause no confusion in context. 

Theorem 6.3. (Division Algorithm) If a,b, e Z and a r!= 0, then there exists unique 
integers q and r such that b = aq + r, and O < r < la l . 

SKETCH OF PROOF. Show that the set S = { h - ax I x e Z, b - ax > 0}  is 
a nonempty subset of N and therefore contains a least element r = b - aq (for some 
q e Z). Thus h = aq + r. Use the fact that r is the least element in S to show 
0 < r < la l and the uniqueness of q,r. • 

We say that an integer a rt=  0 divides an integer b (written a I b) if there is an integer 
k such that ak = h. If a does not divide h we write a (h. 

Definition 6.4. The positive integer c ij' said to be the greatest common divisor of the 
integers al,a2, . . .  ' an if· 

(I) c I ai for I < i < n ;  
(2) d e Z and d I ai for I < i < n � d I c. 

Theorem 6.5. If a1,a2., • • •  , an are integers, not all 0, then (a1,a2, . . .  , an) exists. 
Furthermore there are integers kt,k2, • • •  , kn such that 

SKETCH OF PROOF. Use the Division Algorithm to show that the least posi
tive element of the nonempty set S = { x1a1 + x�2 + · · · + Xnan I Xi e Z, � Xiai > OJ 

• 

is the greatest common divisor of ah . . .  , an. For details see Shockley [5 1 ,p. 1 0]. • 

The integers a1 ,az, . . .  , an are said to be relatively prime if (a1 ,a2, • • •  , an) = I. A 
positive integer p > 1 is said to be prime if its only divisors are ± 1 and ±p. Thus if p 
is prime and a e Z, either (a,p) = p (if p I a) or (a,p) = 1 (if p .(a). 

Theorem 6.6. If a and b are relatively prime integers and a I be, then a I c. If p is 
prime and p I a1a2 · · · an, then p I ai for some i .  
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SKETCH OF PROOF. By Theorem 6.5 1 = ra + sb, whence c = rae + sbc. 
Therefore a I c. The second statement now follows by induction on n. • 

Theore m 6.7. (Fundamental Theorem of Arithmetic) Any positive integer n > 1 may 
be written uniquely in the form n = Pt t1P2t2 • • • Pk tk, where P• < P2 < · · · < Pk are 
primes and ti > 0 for all i. 

The proof, which proceeds by induction, may be found in Shockley [5 1 ,  p . l7] .  
Let m > 0 be a fixed integer. If  a,b e Z and m I (a - h) then a is said to be con

gruent to h modulo m. This is denoted by a =  h (mod m). 

Theorem 6.8. Let m > 0 be an integer and a,b,c,d e Z. 

(i) Congruence modulo m is an equivalence relation on the set of integers Z, which 
\. 

has precisely m equivalence classes. 
(ii) If a = b (mod m) and c = d (mod m), then a +  c = b + d (mod m) and 

ac = bd (mod m). 
(iii) If ab = ac (mod m) and a and m are relatively prime, then b = c (mod m). 

PROOF. (i) The fact tl' at congruence modulo m is an equivalence relation is an 
easy consequence of the appropriate definitions. Denote the equivalence class of an 
integer a by a and recall property (20), which can be stated in this context as : 

li = b � a = b (mod m). (20') 

Given any a e Z, there are integers q and r, with 0 < r < m, such that a = mq + r. 
Hence a - r = mq and a = r (mod m) ; therefore, a = r by (20'). Since a was ar
bitrary and 0 � r < m, it follows that every equivalence class must be one of 
O,i,2,3, . . . , (m -- 1). However, these m equivalence classes are distinct : for if 
0 < i < j < m, then 0 < U - i) < m and m t (J - i). Thus i f= j (mod m) and hence 
I � j by (20'). Therefore, there are exactly m equivalence classes. 

(ii) We are given m I a - b and m I c - d. Hence m divides (a - b) + (c - d) 
= (a + c) - (h + d)  and therefore a +  c = b + d (mod m). Likewise, m divides 
(a - b)c + (c - d)h and therefore divides ac - be + cb - db = ac - hd; thus 
ac = bd (mod m) . 

(iii) Since ab = ac (mod m), m I a(b - c). Since (m,a) = 1 ,  m I b - c by Theo
rem 6.6, and thus b = c (mod m). • 

7. TH E AX IOM OF CHOICE, ORDER, AND ZORN'S LEMMA 

Note. In this section we deal only with sets. No proper classes are involved. 

If I � 0 and { Ai I i e /} is a family of sets such that Ai � 0 for all i e I, then we 
would like to know that II Ai � 0. It has been proved that this apparently in-

id 
nocuous conclusion cannot be deduced from the usual axioms of set theory (al-
though it is not inconsistent with them - see P. J. Cohen [59]). Consequently we 
shall assume 

I 
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The Axiom of Choice. The product of a family ofnonempty sets indexed by a non
empty set is nonempty. 

See Exercise 4 for another version of the Axiom of Choice. There are two propo
sitions equivalent to the Axiom of Choice that are essential in the proofs of a number 
of important theorems. In  order to state these equivalent propositions we must 
introduce some additional concepts. 

A partially ordered set is a nonempty set A together with a relation R on A X A 
(called a partial ordering of A) which is reflexive and transitive (see ( 15), ( 17) in 
section 4) and 

antisymmetric :  (a,b) e R and (h,a) e R � a = b. (31) 

If R is a partial ordering of A ,  then we usually write a < h in place of (ap) e R. In 
this notation the conditions (1 5), (1 7), and (3 1 )  become (for all a,b,c e A): 

a <  a ·  - ' 

a < b and b < c =:} 

a <  b and b < a  � 
We write a < b if a < b and a ¢ b. 

a <  c· - ' 

a =  b. 

Elements a,b e A are said to be comparable, provided a < b or b < a. However, 
two given elements of a partially ordered set need not be comparable. A partial 
ordering of a set A such that any two elements are comparable is called a linear 
(or total or simple) ordering. 

EXAMPLE. Let A be the power set (set of all subsets) of { l ,2,3,4,5 } .  Define 
C < D if and only if C C D. Then A is partially ordered, but not linearly ordered 
(for example, { 1 ,2 } and { 3,4 }  are not comparable). 

Let (A, < )  be a partially ordered set. An element a e A is maximal in A if for every 
c e A which is comparable to a, c < a; in other words, for all c e A, a <  c � a  = c. 
Note that if a is maximal, it need not be the case that c < a for all c e A (there may 
exist c e A that are not comparable to a). Furthermore, a given set may have many 
maximal elements (Exercise 5) or none at all (for example, Z with its usual ordering). 
An upper bound of a nonempty subset B of A is an element d e  A such that b < d for 
every b e B. A nonempty subset B of A that is linearly ordered by < is called a chain 
in A. 

Zorn's Lem ma.  If A is a nonempty partially ordered set such that every chain in A 
has an upper hound in A� then A contains a maximal element. 

Assuming that all the other usual axioms of set theory hold, it can be proved that 
Zorn's Lemma is true if and only if the Axiom of Choice holds ; that is, the two are 
equivalent - see E. Hewitt and K. Stromberg [57 ; p. 14] .  Zorn's Lemma is a power
ful tool and will be used frequently in the sequel. 

Let B be a nonempty subset of a partially ordered set (A,< ). An element c e B is a 
least (or minimum) element of B provided c < b for every b e  B. If every nonempty 
subset of A has a least element, then A is said to be well ordered. Every well-ordered 
set is linearly ordered (but not vice versa) since for all a,h e A the subset { a,b } must 
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have a least element ; that is, a < b or b < a. Here is another statement that can be 
proved to be equivalent to the Axiom of Choice (see E. Hewitt and K. Stromberg 
[57 ; p.l4]). 

The Wel l  Ordering Princi ple. If A is a nonempty set, then there exists a linear 
ordering < of A such that (A, < )  is well ordered. 

EXAMPLFS. We have already assumed (Section 6) that the set N of natural 
numbers is well ordered. The set Z of all integers with the usual ordering by magni
tude is linearly ordered but not well ordered (for example, the subset of negative 
integers has no least element). However, each of the following is a well ordering of Z 
(where by definition a < b � a  is to the left of b): 

(i) 0,1 , - 1 ,2,- 2,3,- 3, . . .  , n,-n, . . .  ; 
(ii) 0,1 ,3,5,7, . . .  , 2 ,4,6,8, . . .  ' - 1 ,-2 ,-3,-4, . .  : ; 

(iii) 0,3,4,5,6, . . . t - 1 ,-2,-3 ,-4, . . .  ' 1 ,2. 

These orderings are quite different from one another. Every nonzero element a in 
ordering (i) has an immediate predecessor (that is an element c such that a is the least 
element in the subset { x I c < x }  ). But the elements - 1  and 2 in ordering (ii) and - 1 
and 1 in ordering (iii) have no immediate predecessors. There are no maximal ele
ments in orderings (i) and (ii), but 2 is a maximal element in ordering (iii). The 
element 0 is the least element in all three orderings. 

The chief advantage of the well-ordering principle is that it enables us to extend 
the principle of mathematical induction for positive integers (Theorem 6. 1 )  to any 
well ordered set. 

Theorem 7 .1.  (Principle of Transfinite Induction) If B is a subset of a well-ordered 
set (A, < )  such that for every a s A, 

then B = A. 

{ c s A I c < a J C B =} a s B, 

PROOF. If A - B rf 0, then there is a least element a s A - B. By the defini
tions of least element and A - B we must have { c s A I c < a J  C B. By hypothesis 
then, a s  B so that a s  B n (A - B) = 0, which is a contradiction. Therefore, 
A - B = 0 and A = B. • 

E X E R C I S E S  
1 .  Let (A, < )  be a partially ordered set and B a nonempty subset. A lower bound of B 

is an element d s A such that d < b for every b e  B. A greatest lower bound (g.l.b.) 
of B is a lower bound do of B such that d < do for every other lower bound d of B. 
A least upper bound (l.u.b.) of B is an upper bound to of B such that to < t for 
every other upper bound t of B. (A, < )  is a lattice if for all a,b e A the set { a,h } 
has both a greatest lower bound and a least upper bound. 
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(a) If S =F- 0, then the power set P(S) ordered by SPt-theoretic inclusion is a 
lattice, which has a unique maximal element. 

(b) Give an example of a partially ordered set which is not a lattice. 
(c) Give an example of a lattice w.ith no maximal element and an example of 

a partially ordered set with two maximal elements. 

2 .  A lattice (A , < )  (see Exercise l) is said to be complete if every nonempty subset of 
A has both a least upper bound and a greatest lower bound. A map of partially 
ordered sets f: A � B is said to preserve order if a < a' in A implies /(a) < f(a') 
in B. Prove that an order-preserving map f of a complete lattice A into itself has 
at least one fixed element (that is, an a s A such that [(a) = a). 

3 .  Exhibit a well ordering of the set Q of rational numbers. 

4. Let S be a set. A choice function for S is a function f from the set of all nonempty 
subsets of S to S such that f(A) s A  for all A =F- 0, A C S. Show that the Axiom 
of Choice is equivalent to the statement that every set S has a choice function. 

5. Let S be the set of all points (x,y) in the plane with y < 0 .  Define an ordering 
by (xi,YI) < (x2,y.,) � x1 = x2 and Y1 < Y2- Show that this is a partial ordering 
of S, and that S has infinitely many maximal elements. 

6. Prove that if all the sets in the family { Ai I i e I =F- 0 J are nonempty, then each 
of the projections 7rk : II Ai __, Ak is surjective. 

i£1 

1. Let (A , < )  be a linearly ordered set. The immediate successor of a s  A (if it exists) 
is the least element in the set { x s A I a < x } .  Prove that if A is well ordered by 
< ,  then at most one element of A has no immediate successor. Give an example 
of a linearly ordered set in which precisely two elements have no immediate 
successor. 

8. CARDI NAL NUM B ERS 

The definition and elementary properties of cardinal numbers wilJ be needed fre
quently in the sequel. The remainder of this section (beginning with Theorem 8.5), 
however, will be used only occasionally (Theorems 11. 1 .2 and IV.2.6; Lemma V.3.5; 
Theorems V.3.6 and VI. 1 .9). It may be omitted for the present, if desired. 

Two sets, A and B, are said to be equipollent, if there exists a bijective map A �  B; 
in this case we write A � B . 

Theorem 8.1. Equipollence is an equivalence relation on the class S of all sets. 

PROOF. Exercise ; note that 0 � 0 since 0 C 0 X 0 is a relation that is 
(vacuously) a bijective function. 3 • 

Let Io = 0 and for each n E N* let In = { 1 ,2,3, . . .  , n } .  It is not difficult to prove 
that lm and In are equipollent if and only if m = n (Exercise 1). To say that a set A 

3See page 6. 
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has precisely n elements means that A and In are equipollent, that is, that A and In are 
in the same equivalence class under the relation of equipollence. Such a set A (with 
A .-...J In for some unique n > 0) is said to be finite ; a set that is not finite is infinite. 
Thus, for a finite set A, the equivalence class of A under equipollence provides an 
answer to the question: how many elements are contained in A? These considerations 
motivate 

0 

Defin ition 8.2. The cardinal number (or cardinality) of a set A, denoted IAJ ,  is the 
equivalence class of A under the equivalence relation of equipollence. lA I is an infinite or 
finite cardinal according as A is an infinite or finite set. 

Cardinal numbers will also be denoted by lower case Greek letters : a,f3,'Y, etc. 
For the reasons indicated in the preceding paragraph we shall identify the integer 
n > 0 with the cardinal number !Inl and write IInl = n, S'? that the cardinal number 
of a finite set is precisely the number of elements in the set. 

Cardinal numbers are frequently defined somewhat differently than we have done 
so that a cardinal number is in fact a set (instead of a proper class as in Definition 8.2). 
We have chosen this definition both to save time and because it better reflects the 
intuitive notion of "the number of elements in a set." No matter what definition of 
cardinality is used, cardinal numbers possess the following properties (the first two 
of which are, in our case, immediate consequences of Theorem 8.1  and Defini
tion 8.2) .  

(i) Every set has a unique cardinal number; 
(ii) two sets have the same cardinal number if and only if they are equipollent 

( IAI = IBI <=> A  � B); 
(iii) the cardinal number of a finite set is the number of elements in the set. 

Therefore statements about cardinal numbers are simply statements about equipol
lence of sets. 

EXAMPLE. The cardinal number of the set N of natural numbers is customarily 
denoted � (read "aleph-naught"). A set A of cardinality t-to (that is, one which is 
equipollent to N) is said to be denumerable. The set N*, the set Z of integers, and the 
set Q of rational numbers are denumerable (Exercise 3), but tpe set R of real numbers 
is not denumerable (Exercise 9). 

Defin ition 8.3. Let a and {j be cardinal numbers. The sum a + {3 is defined to be the 
cardinal number lA U Bl,  where A and B are disjoint sets such that IAI = a and 
IBI  = {j. The product a{3 is defined to be the cardinal number lA X Bl. 

It is not act�ally necessary for A and B to be disjoint in the definition of the 
product a{j (Exercise 4). By the definition of a cardinal number a there always 
exists a set A such that lA I = a. It is easy to verify that disjoint sets, as required for 
the definition of a +  {j, always exist and that the sum a +  {3 and product a{3 are in
dependent of the choice of the sets A,B (Exercise 4). Addition and multiplication of 
cardinals are associative and commutative, and the distributive laws hold (Exercise 
5). Furthermore, addition and multiplication of finite cardinals agree with addition 
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and multiplication of the nonnegative integers with which they are identified; for if 
A has m elements, B has n elements and A n B = 0, then A U B has m + n ele
ments and A X B has mn elements (for more precision, see Exercise 6). 

Defin ition 8.4. Let a,{3 be cardinal numbers and A,B sets such that IA I  = a, IBI = {3. 
a is-llss than or equal to {3, denoted a < {3 or {3 > a, if A is equipollent with a subset of 
B (that is, there is an injective map A �  B). a is strictly less than {3, denoted a < {3 
or {3 > a, if a < {3 and a "#  {3. 

It is easy to verify that the definition of < does not depend on the choice of A 
and B (Exercise 7). It is shown in Theorem 8.7 that the class of all cardinal numbers 
is linearly ordered by < . For finite cardinals < agrees with the usual ordering of the 
nonnegative integers (Exercise 1 ). The fact that there is no largest cardinal number is 
an immediate consequence of 

Theorem 8.5. If A is a set and P(A) its power set, then IAI < IP(A) I .  

SKETCH OF PROOF. The assignment a �  (a }  defines an injective map 
A � P(A) so that lA I < IP(A)j . If there were a bijective map f: A � P(A), then for 
some ao e A, f(ao) = B, where B = { a  e A I a t  f(a) } C A. But this yields a con
tradiction: ao e B and ao + B. Therefore fA I � IP(A)I and hence lA I < jP(A)I .  • 

REMARK. By Theorem 8.5, No = INI < IP(N)I .  It can be shown that 
jP(N)I = IR I ,  where R is the set of real numbers. The conjecture that there is no 
cardinal number {3 such that �o < {3 < jP(N) I = IR I is called the Continuum Hy
pothesis. It has been proved to be independent of the Axiom of Choice and of the 
other basic axioms of set theory; see P. J. Cohen [59]. 

The remainder of this section is devoted to developing certain facts that will be 
needed at several points in the sequel (see the first paragraph of this section). 

Theorem 8.6. (Schroeder-Bernstein) If A and B are sets such that IA I  < IBI and 
IB f < IAI , then IAI = IBI .  

SKETCH OF PROOF. By hypothesis there are injective maps f :  A �  B and 
g :  B � A. We sl:all use fand g to construct a bijection h : A --+  B. This will imply 
that A �  B and hence !A I = IB I . If a e A, then since g is injective the set g-1(a) is 
either empty (in which case we say that a is paren f[ess) or consists of exactly one ele
ment b e B (in which case we write g-1(a) = b and say that b is the parent of a). 
Similarly for b e  B, we have either f-1(b) = 0 (b is parent/ess) or f-1(b) = a' E A 
(a' is the parent of b). If we continue to trace back the "ancestry" of an element a E A 
in this manner, one of three things must happen. Either we reach a parentless ele
ment in A (an ancestor of a e A), or we reach a parentless element in B (an ancestor 



18 PREREQ U I SI TES A N D  PRELI M INARI ES 

of a), or the ancestry of a e A can be traced back forever (infinite ancestry). Now de
fine three subsets of A [resp. B] as fol lows: 

At = { a  e A I a has a parentless ancestor in A } ;  
A2 = { a  e A I a has a parentless ancestor in B }  ; 
A a = { a e A I a has infinite ancestry } ; 
Bt = { b e B I b has a parent less ancestor in A }  ; 
B2 = { b e B I b has a parentless ancestor in B }  ; 
Ba = { b e B I b has infinite ancestry } . 

Verify that the Ai [resp. Bi] are pairwise disjoint, that their union is A [resp. B] ; that 
fl Ai is a bijection A. � Bi for i = 1 ,  3 ;  and that g I B2 is a bijection B2 � A2. Con
sequently the map h : A �  B given as fol lows is a well-defined bijection : 

Theorem 8.7. The class of all cardinal numbers is linearly ordered by < .  If a and {j 
are cardinal numbers, then exactly one of the following is true: 

a < {j; a = {3; {3 < a (Trichotomy Law) . 

SKETCH OF PROOF. It is easy to verify that < is a partial ordering. Let a,{3 
be cardinals and A,B be sets such that lA I = a, IBI = {j. We shall show that < is a 
linear ordering (that is, either a < {3 or {3 < a) by applying Zorn's Lemma to the set 
5' of all pairs (f,X), where X c A and f : X -t B is an injective map. Verify that 
5' � 0 and that the ordering of 5" given by (ft,Xt) < (f2,XJ if and only if X1 C X2 
and 12 1  X1 = h is a partial ordering of 5'. If { {fi,Xi) I i e /} is a chain in 5", let 
X =  U Xi and define f : X -t B by f(x) = fi(x) for x € Xi. Show that fis a well-de-

w . 

fined injective map, and that ( f,X) is an upper bound in 5' of the given chain. There
fore by Zorn's Lemma there is a maximal element (g,X) of 5". We claim that either 
X =  A or Im g = B. For if  both of these statements were false we could find a E A - X  
and b e B - Im g and define an injective map h : X  U f a } � 8 by h(x) = g(x) for 
x e X  and h(a) = b. Then (h,X U { a) )  E g: and (g,X) < (h,X U { a  I ) , which contra
dicts the maximality of (g,X). Therefore either X = A so that lA I < IBI or Im g = B 

-I 
in which case the injective map B � X  c A shows that IBI < !A I .  Use these facts, the 
Schroeder-Bernstein Theorem 8.6 and Definition 8.4 to prove the Trichotomy 
Law. • 

REMARKS. A family of functions partially ordered as in the proof of Theorem 
8. 7 is said to be ordered by extension. The proof of the theorem is a typical example 
of the use of Zorn's Lemma. The details of similar arguments in the sequel wi l l  fre
quently be abbreviated. 

Theorem 8.8. Every infinite set has a denumerable subset. In particular, Nu < a for 
every infinite cardinal number a. 

I 
' 

I 
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SKETCH OF PROOF. If B is a finite subset of the infinite set A, then A - B is 
nonempty. For each finite subset B of A, choose an element XB E A - B (Axiom of 
Choice). Let F be the set of all finite subsets of A and define a map f :  F � F by 
f(B) = B U { xn } .  Choose a E A. By the Recursion Theorem 6.2 (with In = f for 
all n) there exists a function cp : N � F such that 

<P(O) = { a } and <{J(n + 1 ) = f(<P(n)) = <P(n) U { x�<nd (n > 0). 

Let g :  N � A  be the function defined by 

g(O) = a; g(l) = Xcp(O) = X (a} ; • . •  ; g(n + 1) = X�<n> ; • • • •  

Use the order properties of N and the following facts to verify that g is injective : 

(i) g(n) E <P(n) for all n > 0 ;  
(ii) g(n) f cp(n - 1 ) for all n > 1 ;  

(iii) g(n) t cp(m) for all m < n. 

Therefore Im g is a subset of A such that lim gl = IN I  = �o. • 

Lem ma 8.9. If A is an infinite set and F a  finite set then lA U Fl = I A I .  In particular, 
a + n = a for every infinire cardinal nutnber a and ecery natural nutnber (finite 
cardinal) n. 

SKETCH OF PROOF. It suffices to assume A n F = 0 (replace F by F - A 
if necessary). If F = { b1,b2, . . .  , bn } and D = t Xi I i E N* f is a denumerable subset of 
A (Theorem 8.8), verify that f:  A � A U F is a bijection, where /is given by 

bi for x = xi, 1 < i < n;  

f(x) = Xi-n for x = Xi, i > n ;  
X for x E A - D. • 

Theorem 8.10. If a and {3 are cardinal nu1ubers such that {3 < a and a is infinite, 
then a + {3 = a. 

SKETCH OF PROOF. It suffices to prove a + a = a (simply verify that 
a < a + {3 < a +  a = a and apply the Schroeder-Bernstein Theorem to conclude 
a + {3 = a) . Let A be a set with ! A I  = a and let g: be the set of all pairs ( f,X), 
where X C  A and f : X X { 0,1 } � X  is a bijection . Partially order 5 by extension 
(as in the proof of Theorem 8.7) and verify that the hypotheses of Zorn"s Lemma are 
satisfied. The only difficulty is showing that 5 -;e 0. To do this note that the map 
N X { 0,1 } � N given by (n,O) � 2n and (n, l)  � 2n + 1 is a bijection. Use this fact 
to construct a bijection f:  D X { 0, 1 } ----) D, where D is a denumerable subset of A 
(that is, ID I = INI ; see Theorem 8 .8). Therefore by Zorn's Lemma there is a maximal 
element (g,C) E 5.  

Clearly Co = { (c,O) I c E C J and C1 = { {c, l )  I c E C} are disjoint sets such that 
! Col = I CI = I Cll and c X f O,l } = Co u cl . The map g :  c X { 0, 1  J � c is a bi
jection. Therefore by Definition 8.3 , 

I CI = !C X l 0,1 J I  = I Co U Ct l = ! Col + I C1I = I C ! + I CI .  
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To complete the proof we shall show that I Cl = a. If  A - C were infinite, it would 
contain a denumerable subset B by Theorem 8.8, and as above, there would be a bi
jection t : B X { 0,1 } � B. By combining t with g, we could then construct a bijec
tion h :  (C U B) X t 0,1 } � C U B so that (g,C) < (h,C U B) E g:, which would 
contradict the maximality of (g,C). Therefore A - C must be finite. Since A is in
finite and A = C U (A - C), C must also be infinite. Thus by Lemma 8.9, IC I  = 
JC  U (A - C) l = JA I  = a. • 

Theorem 8. 1 1 . If a and p are cardinal numbers such that 0 =I= p < a  and a is 
infinite. then aP = a; in particular. aN0 = a and if P is finite Noll = N0 • 

SKETCH OF PROOF. Since a < a{j < aa it suffices (as in the proof of Theo
rem 8 . 10) to prove aa = a. Let A be an infinite set with IA I  = a and let g: be the set 
of all bijections f :  X X X �  X, where X is an infinite subset of A.  To show that 
g: � 0, use the facts that A has a denumerable subset D (so that ID I = IN! = IN* I) 
and that the map N* X N* � N* given by (m,n) � 2m-

1(2n - 1 )  is a bijection. 
Partially order g: by extension and use Zorn's Lemma to obtain a maximal element 
g :  B X B � B. By the definition of g, IBI IBI = IB X Bl = IBI . To complete the proof 
we shall show that IB I  = lA I = a. 

Suppose lA  - BJ > IBJ . Then by Definition 8.4 there is a subset C of A - B such 
that I CI = IB I . Verify that I CI = IB I  = I B X Bl = IB X Cl = I C  X Bl = I C  X Cj 
and that these sets are mutually disjoint. Consequently by Definition 8.3 and Theo
rem 8 . 10  j (B U C) X (B U C)j = J (B X B) U (B X C) U (C X B) U (C X C) J 
= IB X Bl + IB  X Cj + J C  X Bl + J C  X Cl = (JBI + IBI) + ( JCI + I C I) = IBI + 
I CJ = IB U Cl and there is a bijection (B U C) X (B U C) � (B U C), which con
tradicts the maximality of g in g:. Therefore� by Theorems 8 .  7 and 8 . 10  I A -

B I � I B I 
and IBI = lA  - Bl + IBI = j (A - B) U Bl = !A I  = a. • 

Theorem 8.12. Let A be a set and for each integer n > 1 /er An = A X A X ·  · · X A 
(n factors). 

(i) If A is finite, then IAn j  = lA in ,  and if A is infinite, then I Ani = IA J .  
(ii) J U An j = NoJA J .  

nEN* 

SKETCH OF PROOF. (i) is trivial if JA ]  is finite and may be proved by induc
tion on n if IA I  is infinite (the case n = 2 is given by Theorem 8. 1 1 ). (ii) The sets 
An (n > I )  are mutually disjoint. If A is infinite, then by (i) there is for each n a bijec
tion fn : An � A .  The map U An � N* X A, which sends u € An onto (n,fn(u)), is a 

neN* 
bijection. Therefore I U Anj = IN* X A I  = IN*I IA I  = t-toiA ! .  (ii) is obviously true 

nEN* 
if A = 0 .  Suppose, therefore, that A is nonempty and finite. Then each An is non-
empty and it is easy to show that t-to = IN*I < I U Anj . Furthermore each A11 is 

nEN* 
finite and there is for each n an injective map gn : An � N*. The map U An � 

nEN* 
N* X N*, which sends u e An onto (n,g,Ju)) is injective so that I U Ani < IN* X N*l 

nEN* 
= IN* I  = No by Theorem 8 . 1 1 .  Therefore by the Schroeder-Bernstein Theorem 
I U Ani = t-ta. But No = NoiA I  since A is finite (Theorem 8.1 1 ). • nEN* 
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Corollary 8.13. If A is an infinite set and F(A) the set of all finite subsets of A, then 
jF(A) I = IAI . 

PROOF. The map A � F(A) given by a �  { a } is injective so that i A I  < IF(A)I .  
For each n-element subset s of A '  choose (a. , . . .  ' an) e An such that s = t Gt , . . .  ' an } .  
This defines an injective map F(A) � U An so that IF(A)I < I U An_l = �oiA I = !AI 

nEN* nEN* 
by Theorems 8. 1 1  and 8 . 12 .  Therefore, !A I  = IF(A)I by the Schroeder-Bernstein 
Theorem 8.6. • 

E X E R C I S E S  
1 .  Let Io = 0 and for each n e N* let In = t 1 ,2,3, . . .  , n} . 

(a) In is not equipollent to any of its proper subsets [Hint : induction]. 
(b) Im and I71 are equipollent if and only if m = n. 
(c) lm is equipollent to a subset of In but In is not equipollent to any subset of Im 

if and only if m < n. 

2. (a) Every infinite set is equipollent to one of its proper subsets. 
(b) A set is finite if and only if it is not equipollent to one of its proper subsets 

[see Exercise 1 ] .  

3 .  (a) Z is a denumerable set. 
(b) The set Q of rational numbers is denumerable. [Hint: show that 

IZI < I Q I < IZ X Zl = IZI .] 

4. If A,A',B,B' are sets such that !A I  = lA' I and IBI = IB' I ,  then lA X Bl = lA ' X B' l .  
If in addition A n B = 0 = A' n B', then lA U Bl = lA ' U B'j . Therefore 
multiplication and addition of cardinals is well defined. 

5 .  For all cardinal numbers a,{3;y : 
(a) a + {3 = {3 + a and a{3 = {3a (commutative laws). 
(b) (a + {3) + 'Y = a + ({3 + ")') and {af3)"Y = a(f3'Y) (associative laws). 
(c) a({3 + ")') = a{3 + a')' and {a + f3)'Y = a')' + f3'Y (distributive laws). 
(d) a + 0 = a and a l = a. 
(e) If a ¢ 0, then there is no {3 such that a + {3 = 0 and if a ¢ 1 ,  then there is 

no {3 such that a{3 = l .  Therefore subtraction and division of cardinal num
bers cannot be defined. 

6. Let In be as i n  Exercise 1 .  If A � Im and B "'-./ In and A n B = 0, then (A U B) 
� Im+n and A X B r-....; Imn ·  Thus if  we identify lA I with m and IBI with n, then 
IA I + IBI = m + n and IA I IBI  = mn. 

7. If A � A', B "" B' and f: A �  B is injective, then there is an injective map 
A' ---4 B'. Therefore the relation < on cardinal numbers is well defined. 

8. An infinite subset of a denumerable set is denumerable. 

9. The infinite set of real numbers R is not denumerable (that is, No < IR I) .  [Hint : 
it suffices to show that the open interval (0, 1 )  is not denumerable by Exercise 8. 
You may assume each real number can be written as an infinite decimal. If (0, 1) is 
denumerable there is a bijection f:  N* � (0, 1 ). Construct an infinite decimal (real 
number) .a.az · · · in (0�1 )  such that an is not the nth digit in the decimal expansion 
of f(n). This number cannot be in Im /.] 



22 PREREQU IS ITES AN D PRELI M I NARI ES 

10. If a,{j are cardinals, define aP to be the cardinal number of the set of all functions 
B ---+ A,  where A,B are sets such that IA I  = a, IBI = {j. 
(a) aB is independent of the choice of A,B. 
(b) aB+-r = (aB)(a'Y); (a{j)'Y = (a'Y)(B'Y); aP-r = (afJ}'Y. 
(c) If a �  {3, then a'Y < {3'Y. 
(d) If a,[J are finite with a > I ,  fJ > 1 and y is infinite, then a_Y = {JY. 
(e) For every finite cardinal n, an = aa · · · a (n factors). Hence an = a if a is 

infinite. 
(0 If P(A) is the power set of a set A, then IP(A)I = 2 1A I .  

1 1 . If  I i s  an infinite set, and for each i e I Ai is a finite set, then IU Ail < JiJ . 
i£1 

12. Let a be a fixed cardinal number and suppose that for every i e I, Ai is a set with 
IAsl ;:: a. Then I U A, l  < li la. 

itl 

r 
. 



CHAPTER I 

G ROU PS 

The concept of a group is of fundamental importance in the study of algebra. Groups 
which are, from the point of view of algebraic structure, essentially the same are said 
to be isomorphic. Ideally the goal in studying groups is to classify all groups up to 
isomorphism, which in practice means finding necessary and sufficient conditions for 
two groups to be isomorphic. At present there is little hope of classifying arbitrary 
groups. But it is possible to obtain complete structure theorems for various restricted 
classes of groups, such as cyclic groups (Section 3), finitely generated abelian 
groups (Section 11 .2), groups satisfying chain conditions (Section 11 .3) and finite 
groups of small order (Section 11.6). In order to prove even these limited structure 
theorems, it is necessary to develop a large amount of miscellaneous information 
about the structure of (more or less) arbitrary groups (Sections 1 ,  2, 4, 5, and 8 of 
Chapter I and Sections 4 and 5 of Chapter II) . In addition we shall study some classes 
of groups whose structure is known in large part and which have useful applications 
in other areas of mathematics, such as symmetric groups (Section 6), free [abelian] 
groups (Sections 9 and 11. 1 ), nilpotent and solvable groups (Sections II. 7 and 11.8). 

There is a basic truth that applies not only to groups but also to many other 
algebraic objects (for example, rings, modules, vector spaces, fields) : in order to 
study effectively an object with a given algebraic structure, it is necessary to study as 
well the functions that preserve the given algebraic structure (such functions are 
called homomorphisms). Indeed a number of concepts that are common to the 
theory of groups, rings, modules, etc. may b� described completely in terms of ob
jects and homomorphisms. In order to provide a convenient language and a useful 
conceptual framework in which to view these common concepts, the notion of a 
category is introduced in Section 7 and used frequently thereafter. Of course it is 
quite possible to study groups, rings, etc. without ever mentioning categories. How
ever, the small amount of effort needed to comprehend this notion now will pay large 
dividends later in terms of increased understanding of the fundamental relationships 
among the various algebraic structures to be encountered. 

With occasional exceptions such as Section 7, each section in this chapter de
pends on the sections preceding it. 

23 
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1. SEMIGROU PS, MONOI DS AN D GROU PS 

If G is a nonempty set, a binary operation on G is a function G X G � G. There 
are several commonly used notations for the image of (a,b) under a binary operation : 
ab (multiplicative notation), a + b (additive notation), a ·  b, a * b, etc. For con
venience we shall generally use the multiplicative notation throughout this chapter 
and refer to ab as the product of a and b. A set may have several binary operations 
defined on it (for example, ordinary addition and multiplication on Z given by 
(a,b) � a  + b and (a,b) J----; ab respectively). 

l 

Defin ition 1.1.  A semigroup is a nonempty set G together with a binary operation 
on G which is I 

(i) associative: a(bc) = (ab)c for all a, b, c E G ;  

a monoid is a semigroup G which contains a 

(ii) (two-sided) identity element e c: G such that ae = ea = a for all a E G. 

A group is a monoid G such that 

(iii) for every a E G there exists a (two-sided) inverse element a-l E G such that r 
a-•a = aa-1 = e. ' 

A semigroup G is said to be abelian or commutative if its binary operation is 

(iv) commutative: ab = ba for all a,b E G.  

Our principal interest is in  groups. However, semi groups and mono ids are con
venient for stating certain theorems in the greatest generality. Examples are given 
below. The order of a group G is the cardinal number I G I .  G is said to be finite 
lresp. infinite] if l Gl  is finite [resp. infinite]. 

Theorem 1.2. JfG is a monoid, then the identity element e is unique. IfG is a group, 
then 

(i) c c: G and cc = c => c = e ;  
(ii) for all a ,  b, c E G ab = ac =::) b = c and ba = ca => b = c (left and right ·  

cancellation); 
(iii) for each a E G, the inverse element a-• is unique; 
(iv) for each a E G, (a-•)-1 = a;  
(v) for a,  b E G, (ab)-

1 = b-Ia-• ; 
(vi) for a, b E G  the equations ax = b and ya = b have unique solutions in 

G : x = a-•b and y = ba-• . 

SKETCH OF PROOF. If e' is also a two-sided identity, then e = ee' = e'. 
(i) cc = c ::=:} c-1(cc) = c-•c � (c-1c)c = c-1c =::) ec = e =::) c = e; (ii), (iii) and (vi) 
are proved similarly. (v) (ab)(b-1a-1) = a(bb-1)a-1 = (ae)a-1 = aa-1 = e =::) (ab)-1 
= b-1a-1 by (iii) ; (iv) is proved similarly. • 

; t 

I 

I 
t 
1 

I ' l 
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I f  G is a n1onoid and the binary operation is written multipl icatively, then the 
ident ity elen1ent of G will a lways be denoted e. If the binary operation is written 
addit ively, then a +  b (a, b s G) is called the sum of a and b, and the identity element 
is denoted 0;  if G is a group the inverse of a 2 G is denoted by - a. We write a - b 
for a +  ( - h). Abel ian groups are frequently written additively. 

The axion1s used in Definition 1 . 1  to define a group can actually be weakened 
consident bly. 

Proposition 1.3. Let G be a sentigroup. Tlu:n G is a group if and only if the following 
conditions hold: 

(i) there exists an elenu?nt e € G such that ea = a for all a € G (left identity 
e/entent) ;  

( i i) for each a c G ,  there exists an ele1nent a-

1 € G such that a-1a = e (left incerse). 

RE\:1ARK. An analogous result holds for "right inverses" and a "right identity. · �  

SKETCH OF PROOF OF 1 .3. (�) Trivial . (<=) Note that Theorem 1 .2(i) is 
true under these hypotheses. G � 0 since e € G. If a € G, then by (ii) (aa-•)(aa-1) 

= a(a-1a)a-1 � a(ea-1) = aa-1 and hence aa-1 
= e by Theorem 1 .2(i). Thus a-1 is a 

two-sided inverse of a .  Since ae = a(a- 1a) = (aa-1)a = ea = a for every a € G, e is a 
two-sided identity. Therefore G is a group by Definition 1 . 1 . • 

Proposition 1.4. Let G he a sen1igroup. Then G is a group if and only if for all 
a, b € G the equations ax = b and ya = b hace solutions in G.  

PROOF. Exercise ; use Proposit ion 1 . 3 .  • 

EXAi\tiPLES. The integers Z, the rational numbers Q, and the rea l numbers R 
are each infinite abelian groups under ordinary addition. Each is a monoid under 
ordinary multipl ication. but not a group (0 has no inverse). However, the nonzero 
elements of Q and R respectively form infinite abelian groups under multiplication. 
The even integers under multiplicat ion form a semigroup that is not a monoid. 

EXAMPLE. Consider the square with vertices consecutively numbered 1 ,2,3,4 , 

center at the origin of the x-y plane . and sides parallel to the axes. 

y 

1 2 

X 

4 3 

Let D4 * be the following set of utransformations" of the square. D4* = 

{ R,R2,R3,/,Tx,Ty,T1 •3,T2•4 } , where R is a counterclockwise rotation about the center of 
90°, R2 a counterclockwise rotation of 180°, R3 a counterclockwise rotation of 270° 
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and I a rotation of 360° ( = 0°) ; Tx is a reflection about the x axis, T1 ,3 a reflection 
about the diagonal through vertices 1 and 3;  similarly for Ty and· T2,4· Note that 
each U e D4 * is a bijection of the square onto itself. Define the binary operation in 
D4* to be composition of functions: for U, V e D4 * ,  U o V is the transformation Vfol
lowed by the transformation U. D4* is a nonabelian group of order 8 called the group 
of symmetries of the square. Notice that each symmetry (element of D4*) is com
pletely determined by its action on the vertices. 

EXAMPLE. Let S be a nonempty set and A(S) the set of all bijections S � S. 
Under the operation of composition of functions, f o g, A(S) is a group, since com
position is associative, composition of bijections is a bijection, 1 s  is a bijection, and 
every bijection has an inverse (see ( 13) of Introduction, Section 3). The elements of 
A(S) are caJied permutations and A(S) is called the group of permutations on the 
set S. If S = { 1 ,2,3, . . . , n } ,  then A(S) is called the symmetric group on n letters and 
denoted S.n. Verify that ISnl = n !  (Exercise 5). The groups s71 play an important 
role in the theory of finite groups. 

Since an element u of Sn is a function on the finite set S = { 1 ,2, . . .  , n } ,  it can be 
described by listing the elements of S on a line and the image of each element under u 

directly below it: ( � � � �) - The product UT of two elements of s71 is the 
h l2 Ia In 

composition function r followed by u; that is, the function on S given by k � u(r(k)).1 

For instance, let u = G i ; :) and r = (! i ; :) be elements of s •. Then 

under ur, I �  u(r(I )) = u(4) = 4, etc. ; thus ur = G i ; :)(! i ; :) 
= (! � � �) ; similarly, ru = (! i ; �)G i ; :) = G � � �) 
This example also shows that Sn need not be abelian. 

Another source of examples is the following method of constructing new groups 
from old. Let G and H be groups with identities eG, ell respectively, and define the 
direct product of G and H to be the group whose underlying set is G X H and whose 
binary operation is given by: 

(a,b)(a',b') = (aa',bb'), where a,a' e G; h,b' e H. 

Observe that there are three different operations in G, H and G X H involved in this 
statement. It is easy to verify that G X H is, in fact, a group that is abelian if both G 
and H are ; (eG,en) is the identity and (a-1,b-1) the inverse of (a,b). Clearly IG X H I 
= I Gi l HI (Introduction, Definition 8 .3). If G and H are written additively, then we 

write G EB H in place of G X H. 

Theorem 1.5. Let R ( "'-') be an equit�alence relation on a monoid G such that a. ""' a2 
and b1 ,__, b2 ilnply a1 b1 "'-' a2b2 for all ai,bi e G. Then the set G /R of all eq"!jva/ence 
cla�-ses o fG under R is a monoid under the binary operation defined by (a)( b) = ab, 
wllerex denotes the equivalence class ofx E G. IfG is an [abelian] group, then so is GjR . 

1In many books, however, the product ur is defined to be "u followed by r . '· 
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An equivalence relation on a monoid G that satisfies the hypothesis of the theo
renl is called a congruence relation on G. 

PROOF OF 1.5. If a. = a2 and h. = b2 (ai, bi e G), then a1 1'-J a2 and bt 1'-J b2 by 
(20) of Introduction, Section 4. Then by hypothesis a.b. ""' a2b2 so that a1b1 = a2b2 

by (20) again. Therefore the binary operation in G I R is well defined (that is, inde
pendent of _!!le choice of equivalence class representatives). It is associative since 
a(h c) = a(bc) = a(bc) = (ab)c = (ab)c = (a b)c. e is the identity element since 
(a)( e) = ae = a = ea = (e)(li). Therefore G I R is a monoid. If G is a group, then 
li E G I R clearly has inverse a-1 so that G I R is also a group. Similarly, G abelian im
plies G I R abelian. • 

EXAMPLE. Let m be a fixed integer. Congruence modulo m is a congruence re
lation on the additive group Z by Introduction, Theorem 6.8. Let Zm denote the set 
of equivalence classes of Z under congruence modulo m .  By Theorem 1 .5 (with addi
tive notation)Zm is an abelian group, with addition given by li + b = a + b (a,b e Z). 
The proof of Introduction, Theorem 6.8 shows that Zm = {0,1, . . . , m - 1 }  so that 
Zm is a finite group of order m under addition. Zm is called the (additive) group of 
integers modulo m. Similarly since Z is a commutative monoid under multiplication, 
and congruence modulo m is also a congruence relation with respect to multiplica
tion (Introduction, Theorem 6.8), Zm is a commutative monoid, with multiplication 
given by (a)(b) = {i/j (a,b e Z). Verify that for all a, b, c e Zm : 

a(b + c) = ab + lie and (a + b)c = lie + be (distributivity).  

Furthermore if p is prime, then the nonzero elements of Zp form a multiplicative 
group of order p - 1 (Exercise 7). It is customary to denote the elements of Zm as 
0, 1 ,  . . .  , m - 1 rather than 0,1, . . . , m - 1 .  In context this ambiguous notation 
will cause no difficulty and will be used whenever convenient. 

EXAMPLE. The following relation on the additive group Q of rational numbers 
is a congruence relation (Exercise 8) : 

a 1'-J b ¢:==� a - b e Z. 

By Theorem 1 .5 the set of equivalence classes (denoted Q/Z) is an (infinite) abelian 
group, with addition given by a +  b = a +  b. Q/Z is called the group of rationals 
modulo one. 

Given a., . . .  , a71 e G (n > 3) it is intuitively plausible that there are many ways 
of inserting parentheses in the expression ala2 . . . an so as to yield a "meaningful" 
product in G of these n elements in this order. Furthermore it is plausible that any 
two such products can be proved equal by repeated use of the associative law. A 
necessary prerequisite for further study of groups and rings is a precise statement 
and proof of these conjectures and related ones. 

Given any sequence of elements of a semigroup G, { a�,a2 . . . 1 define inductively a 
meaningful product of a1, • • • , an (in this order) as follows. If n = 1 ,  the only mean
ingful product is a1 . If n > 1 ,  then a meaningful product is defined to be any product 
Of the form (at • · · a,.)(am+l · · · an) Where m < n and (aJ · · • am) and (am+I • • · a,,) are 
meaningful products of m and n - m elements respectively.2 Note that for each 

2To show that this definition is in fact well defined requires a stronger version of the 
Recursion Theorem 6.2 of the Introduction; see C. W. Burrill [56; p. 57}. 
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n > 3 there may be many meaningful products of a., . . .  , an . For each n c N* we 
single out a particular meaningful product by defining inductively the standard n 

n 

product II ai of a., . . _ , an as follows : 
i = l  

The fact that this definition defines for each n c N *  a unique element of G (which is 
clearly a meaningful product) is a consequence of the Recursion Theorem 6.2 of the 
Introduction (Exercise 1 6). 

Theorem 1.6. (Generalized Associative Law) lfG is a semigroup and a., . . .  , an c G, 
then any two meaningful products oja1 , . . . , an in this order are equal. 

PROOF. We use induction to show that for every n any meaningful product 
n 

a1 · · · an is equal to the standard n product II a.. This is certainly true for n = 1 ,  2. 
i = l  

If n > 2, then by definition (a1 · · · a7l) = (a. · · · an:)(am+t · · · a71) for some m < n. 
Therefore, by induction and associativity : 

In view of Theorem 1 .6 we can and do write any meaningful product of 
a1, . . .  , an c G (G a semigroup) as a1a2 · · · an without parentheses or ambiguity. 

Corol lary 1.7. (Generalized Commutative Law) /fG is a commutative semigroup and 
a., . . .  , an c G, then for any permutation it , . . .  , in of 1 ,  2, . . . n, a1a2 · · · an = 

aitai2 • • · a in· 

PROOF. Exercise. • 

Defin ition 1.8. Let G be a semigroup, a e G andn c N*. The element an E G is defined 
n 

to be the standard n product II ai with ai = a for 1 < i < n. /fG is a monoid, a0 is 
i = l  

defined to be the identity element e. lfG is a group, then for each n c N*, a-n is defined 
to be (a-l)n c G. 

The remarks preceding Theorem 1 .6 and Exercise 1 6  show that exponentiation is 
well defined. By definition, then, a1 = a, a2 = aa, a3 = (aa)a = aaa, . . .  , an = an-Ia 
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= aa · · · a (n factors) . Note that we may have am = a'" with m � n (for example, in 
c, - 1 = j2 = j6). 

ADDITIVE NOTATION. If the binary operation in G is written additively, 
then we write na in place of an. Thus Oa = 0, la = a, na = (n - l)a + a, etc. 

Theorem 1.9.  If G is a group [resp. semigroup, monoid] and a E G, then fur all 
m, n E Z [resp. N*, N] : 

(i) aman = am+n (additive notation : rna + na = (m + n)a); 
(ii) (am)n = amn (additive notation: n(ma) = mna). 

SKETCH OF PROOF. Verify that (a'")-1 = (a-1)n for all n E N  and that 
a-n = (a-I)n for all n E Z. (i) is true for m > 0 and n > 0 since the product of a 
standard n product and a standard m product is a meaningful product equal to the 
standard (m + n) product by Theorem 1 .6. For m < 0, and n < 0 replace a, m, 11 by 
a-1, -m, -n and use the preceding argument. The case m = 0 or n = 0 is trivial and 
the cases m > 0, 11 < 0 and m < 0, n > 0 are handled by induction on m and n re
spectively. (ii) is trivial if m = 0. The case when m > 0 and n E Z is proved by induc
tion on m .  Use this result to prove the case m < 0 and 11 E Z. • 

E X E R C I S E S 
1 .  Give examples other than those in the text of semigroups and monoids that are 

not groups. 

2. Let G be a group (written additively), S a  nonempty set, and M(S,G) the set of 
all functions f:  S � G. Define addition in M(S,G) as follows: ( f  + g) :  S � G 
is given by s � f(s) + g(s) E G. Prove that M(S,G) is a group, which is abelian 
if G is. 

3. Is it true that a semigroup which has a left identity element and in which every 
element has a right inverse (see Proposition 1 .3) is a group? 

4. Write out a multiplication table for the group D4*. 

5 .  Prove that the symmetric group on n letters, Sn, has order n ! .  

6 .  Write out an addition table for Z2 ffiZ2• Z2 E8 Z2 is called the Klein four group. 

7. If p is prime, then the nonzero elements of ZP form a group of order p - 1 under 
multiplication. [Hint: a � 0 � (a,p) = 1 ; use Introduction, Theorem 6.5.] 
Show that this statement is false if p is not prime. 

8.  (a) The relation given by a �"'../ b <==> a - b E Z is a congruence relation on the 
additive group Q [see Theorem 1 .5] . 
(b) The set Q/Z of equivalence classes is an infinite abelian group. 

9. Let p be a fixed prime. Let Rp be the set of all those rational numbers whose de
nominator is relatively prime to p. Let RP be the set of rationals whose de
nominator is a power of p (pi, i > 0). Prove that both Rp and RP are abelian 
groups under ordinary addition of rationals. 
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10. Let p be a prime and let Z(p00) be the following subset of the group Q/Z (see 
pg. 27) : 

Z(pcn) = { Q[!j  E Q/Z I a,b E Z and b = pi for some i > 0 } . 

Show that Z(pco) is an infinite group under the addition operation of Q/Z. 

1 1 .  The following conditions on a group G are equivalent : (i) G is abelian; (ii) (ab)2 

= a2b2 for all a,b E G ;  (iii) (ab)-t = a-1b-1 for all a,b E G ;  (iv) (ab)n = anb� for 
all n E Z and all a,b E G; (v) (ab)n = anbn for three consecutive integers n and 
all a,b e G. Show that (v) � (i) is false if "three" is replaced by "two." 

1 2. If G is a group, a,b E G and bab-1 = ar for some r e N, then biab-i = ari for all 
j E  N. 

1 3. If a2 = e for all elements a of a group G, then G is abelian. 

14. If G is a finite group of even order, then G contains an element a =;e e such that 
a2 = e. 

1 5 . Let G be a nonempty finite set with an associative binary operation such that 
for all a,b,c E G ab =  ac � b = c and ba = ca � b = c. Then G is a group. 
Show that this conclusion may be false if G is infinite. 

16. Let a1 ,a2, . . .  be a sequence of elements in a semigroup G. Then there exists a 
unique function 1/; : N* � G such that 1/;(1 ) = a., 1/;(2) = a1a2, 1/;(3) = (a1a2)a3 
and for n > 1 ,  1/l(n + 1 )  = ('1/;(n))an+l · Note that 1/;(n) is precisely the standard 

n 

n product II ai. [Hint: Applying the Recursion Theorem 6.2 of the lntroduc
i = I  

tion with a = a1, S = G and In : G � G given by x �  xan+2 yields a function 
cp : N � G. Let 1/; = cpfJ, where () : N* � N is given by k � k - 1 .] 

2. HOMOMORPH ISMS AN D SU BGROUPS 

Essential to the study of any class of algebraic objects are the functions that pre
serve the given algebraic structure in the following sense. 

Defin ition 2.1. Let G and H be setnigroups. A function f :  G � H is a homomorphism 
provided 

f(ab) = f(a)f(b) fur all a,b E G. 

Iff is injective as a map of sets, f is said to be a monomorphism. Iff is su1jectice, f is 
called an epimorphism. Iff is bijective, f is called an isomorphism. In this case G and H 
are said to be isomorphic (written G r-v H). A hotnomorphism f : G � G is called an 
endomorphism ofG and an isotnorphism f :  G � G is called an automorphism ofG. 

If f :  G � H and g : H � K are homomorphisms of semi groups, it is easy to see 
that g f :  G � K is also a homomorphism. Likewise the composition of monomor
phisms is a monomorphism; similarly for epimorphisms, isomorphisms and auto
morphisms. If G and H are groups with identities eo and e11 respectively and 
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f: G -----7 H is a homomorphism, then f(eo) = en ; however, this is not true for mon
oids (Exercise 1) .  Furthermore f(a-1) = f(a)-1 for all a € G (Exercise 1 ). 

EXAMPLE. The map f: Z -----7 Zm given by x � X (that is, each integer is mapped 
onto its equivalence class in Zm) is an epimorphism of additive groups. fis called the 
canonical epimorphism of Z onto Zm. Similarly, the map g :  Q -----7 Q/Z given by 
r � r is also an epimorphism of additive groups. 

EXAMPLE. If A is an abelian group, then the map given by a � a-1 is an auto
morphism of A.  The map given by a �  a2 is an endomorphism of A.  

EXAMPLE. Let 1 < m, k € N*. The map g :  Zm -----? Zmk given by X � kx is a 
monomorphism. 

EXAMPLE. Given groups G and H, there are four homomorphisms: 
LI Lt 

G ti G X H � H, given by t1(g) = (g,e) ; t?.(h) = (e,h) ; 1r1(g,h) = g; 1r2(g,h) = h. 
71'"1 1r2 

ti is a monomorphism and tr 1 is an epimorphism (i,j = 1 ,2). 

Defin ition 2.2. Let f : G ___, H be a homomorphism of groups. The kernel of f (de
noted Ker f) is { a  E G I f(a) = e E H } . If A is a subset ofG, then f(A) = { b € H I  b = f(a) 
for some a € A }  is the image of A. f(G) is called the image off and denoted lm f. If B is 
a subset ofH, r-1(B) = { a E G I f(a) E B J is the inverse image of B. 

Theorem 2.3. Let f :  G -----7 H be a homomorphism of groups. Then 

(i) f is a monomorphism if and only if Ker f = f e } ; 
(ii) f is an isomorphism if and only if there is a homonlorphism f-1 : H -----7 G $UCh 

that ff-1 = l H  and f-If = 1o .  

PROOF. (i) If f i s  a monomorphism and a E Ker /, then f(a) = en = f(e), 
whence a =  e and Ker f= { e} .  lf Ker f= { e } andf(a) = f(b), then en = f(a) f(b)-1 
= f(a) f(b-1) = f(ab-1) so that ab-1 E Ker f. Therefore, ab-1 = e (that is, a = b) and 
f is a monomorphism. 

(ii) If / is an isomorphism, then by ( 13) of Introduction, Section 3 there is a map 
of sets f-1 : H -----? G such that f-1/ = 10 and ff-1 = ln. J-1 is easily seen to be a 
homomorphism. The converse is an immediate consequence of ( 13) of Introduction, 
Section 3 and Definition 2 . 1 .  • 

Let G be a semigroup and H a nonempty subset of G. If for every a,b € H we have 
ab e: H, we say that II is closed under the product in G. This amounts to saying that 
the binary operation on G, when restricted to H, is in fact a binary operation on H. 

Defin ition 2.4. Let G be a group and H a nonempty subset that is closed under the 
product in G. If H is itself a group under the product in G, then H is said to be a sub
group ofG. This is denoted by H < G. 
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Two examples of subgroups of a group G are G itself and the trivial subgroup (e) 
consisting only of the identity element. A subgroup H such that H � G, H � (e) is 
called a proper subgroup. 

EXAMPLE. The set of all multip les of some fixed integer n is a subgroup of Z, 
which is isomorphic to Z (Exercise 7). 

EXAMPLE. In Sn, the group of all permutations of { 1 ,2, . . . , n } , the set of all 
permutations that leave n fixed forms a subgroup isomorphic to Sn-1 (Exercise 8). 

EXAMPLE. In Z6 = { 0,1 ,2,3,4,5 } ,  both { 0,3 } and { 0,2,4 J are subgroups under 
addition. If p is prime, (Zp, +) has no proper subgroups. 

EXAMPLE. If f : G � H is a homomorphism of groups, then Ker f is a sub
group of G. If A is a subgroup of G, f(A) is a subgroup _of H; in particular Im fis a 
subgroup of H. If B is a subgroup of H, f-1(B) is a subgroup of G (Exercise 9). 

EXAMPLE. If G is a group, then the set Aut G of all automorphisms of G is a 
group, with composition of functions as binary operation (Exercise 1 5). 

By Theorem 1 .2 the identity element of any subgroup H is the identity element of 
G and the inverse of a E H is the inverse a-1 of a in G. 

Theorem 2.5. Let H be a nonempty subset of a group G. Then H is a subgroup of G 
if and only if ab-1 e H for all a,b E H. 

PROOF. (<=) There exists a e H and hence e = aa-1 € H. Thus for any b E  H, b-1 
= eb-1 e H. If a,b e H, then b-1 E H and hence ab = a(b-1)-1 E H. The product in H 
is associative since G is a group. Therefore H is a (sub)group. The converse is 
trivial. • 

Corollary 2.6. If G is a group and { Hi I i € I }  is a nonempty family of subgroups, then 
n Hi is a subgroup of G. 
itl 

PROOF. Exercise. • 

Defin ition 2.7. Let G be a group and X a subset of G. Let { Hi I i E I }  be the jam i/y of 
all subgroups of G which contain X. Then n Hi is called the subgroup of G generated 

i£1 
by the set X and denoted (X): 

The elements of X are the generators of the subgroup (X), which may also be 
generated by other subsets (that is, we may have (X) = (Y) with X � Y). If 
X =  { at, . - . , an } ' we write (ah . . . , an) in place of (X). If G = (at, . . .  ' an), (ai E G), 
G is said to be finitely generated. If a E G, the subgroup (a) is called the cyclic (sub)
group generated by a. 

r 

I 
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Theorem 2.8. /fG is a group and X isanonempty jUbset ofG, then the subgroup (X) 
generated by X consists ofa/ljinite products atn1a2n2 • • · atnt (ai e X ;  ni e Z). In particular 
for every a e G, (a) = { an I n  e ZJ . 

SKETCH OF PROOF. Show that the set H of all such products is a subgroup 
of G that contains X and is contained in every subgroup containing X. Therefore 
H < (X) < H . •  

EXAMPLES. The additive group Z is an infinite cyclic group with generator 1 ,  
since by Definition 1 .8 (additive notation), m1  = m for all m e Z. Of course the 
"powers" of the generating element need not all be distinct as they are in Z. The 
trivial subgroup (e) of any group is cyclic; the multiplicative subgroup (i) in C is 
cyclic of order 4 and for each m the additive group Zm is cyclic of order m with 
generator 1 e Zm. In Section 3 we shall prove that every cyclic subgroup is isomorphic 
either to Z or Zm for some m .  Also, see Exercise 1 2. 

If { Hi I i e /} is a family of subgroups of a group G, then U Hi is not a subgroup 
iel 

of G in general. The subgroup (U Hi) generated by the set U Hi is called the sub-
�I �I 

group generated by the groups { Hi I i e I } .  If H and K are subgroups, the subgroup 
(H U K) generated by H and K is called the join of H and K and is denoted H V K 
(additive notation: H + K). 

E X E R C I S ES 
1 .  Iff: G � H is a homomorphism of groups, then f(ec) = ell and /(a-1) = f(a)-1 

for all a e G. Show by example that the first conclusion may be false if  G, H are 
monoids that are not groups. 

2. A group G is abelian if and only if the map G � G given by x � x-1 is an auto
morphism. 

3 .  Let Qs be the group (under ordinary matrix multiplication) generated by the com

plex matrices A = ( _ � �) and B = (� �) . where i2 = - 1 .  Show that Q8 

is a nonabelian group of order 8. Q8 is called the quaternion group. [Hint: 
Observe that BA = A3B, whence every element of Q8 is of the form AiBi. Note 

also that A4 = J14 � I, where I = (� �) is the identity element of Qs.] 

4. Let H be the group (under matrix multiplication) of real matrices generated by 

C = ( _ � �) and D = ( � �) . Show that H is a nonabelian group of order 8 

which is not isomorphic to the quaternion group of Exercise 3 ,  but is isomorphic 
to the group D/�. 

5 .  Let S be a nonempty subset of a group G and define a relation on G by a ""' b if 
and only if ab-1 e S. Show that ""' is an equivalence relation if and only if S is a 
subgroup of G. 
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6. A nonempty finite subset of a group is a subgroup if and only if it is closed under 
the product in G. 

7. If n is a fixed integer, then { kn I k E Z} C Z is an additive subgroup of Z, which 
is isomorphic to Z. 

8. The set { u E Sn I a(n) = n }  is a subgroup of Sn which is isomorphic to Sn-1· 
9. Let f :  G � H be a homomorphism of groups, A a subgroup of G, and B a sub

group of H. 
(a) Ker fand f-l(B) are subgroups of G. 
(b) f(A) is a subgroup of H. 

10. List all subgroups of Z2 ffi Z2. Is Z2 ffiZ2 isomorphic to Z4? 

1 1 .  If G is a group, then C = { a  E G I ax = xa for all x €: G }  is an abelian subgroup 
of G. C is called the center of G. 

12 .  The group D4* is not cyclic, but can be generated by two elements. The same is 
true of Sn (nontrivial). What is the minimal number of generators of the additive 
group Z E8 Z? 

1 3 . If G = (a) is a cyclic group and H is any group, then every homomorphism 
j: G � H is completely determined by the element f(a) E H. 

14.  The following cyclic subgroups are all isomorphic : the multiplicative group (;) in 

C, the additive group z. and the subgroup < ( � � ! �)) of S4• 

1 5. Let G be a group and Aut G the set of all automorphisms of G. 
(a) Aut G is a group with composition of functions as binary operation. [Hint: 

1o E Aut G is an identity; inverses exist by Theorem 2.3.] 
(b) Aut Z � Z2 and Aut Z6 � Z2; Aut Zs 1"./ Z2 (f) Z2; Aut Zp 1"./ Zp-l 

(p prime). 
(c) What is Aut Zn for arbitrary n E N*? 

1 6. For each primep the additive subgroupZ(pco) qfQ/Z (Exercise 1 . 10) is generated 
by the set f W  I n  e: N* } .  

1 7. Let G be an abelian group and let H,K be subgroups of G. Show that the join 
H V K is the set { ab I a E H, b E K} . Extend this result to any finite number of 
subgroups of G. 

1 8. (a) Let G be a group and { Hi I i E /} a family of subgroups. State and prove a 
condition that will imply that U Hi is a subgroup, that is, that U Hi = (U Hi) .  

iai ieJ iei 

(b) Give an example of a group G and a family of subgroups { Hi I i € n such 
that U Hi � (U Hi) .  

iei ial 

1 9. (a) The set of all subgroups of a group G, partially ordered by set theoretic in
clusion, forms a complete lattice (Introduction, Exercises 7 . 1  and 7.2) in which 
the g.l.b. of { Hi I i € / }  is n Hi and the l.u.b. is (U Hi). 

�I �I 
(b) Exhibit the lattice of subgroups of the groups S3, D/�, Z6, Z27, and Z36• 

r 

I 
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3. CYCLIC GROUPS 

The structure of cyclic groups is relatively simple. We shall completely char
acterize all cyclic groups (up to isomorphism). 

Theorem 3.1. Every subgroup H of the additive group Z is cyclic. Either H = (0) or 
H = (m), where m is the least posith'e integer in H. If H � (0), then H is infinite. 

PROOF. Either H = (0) or H contains a least positive integer m .  Clearly 
(m) = { km I k E Z) c H. Conversely if h E  H, then h = qm + r with q, r E Z and 
0 < r < m (division algorithm). Since r = h - qm E H the minimality of m implies 
r = 0 and h = qm. Hence H C (m). If H ¢ (0), it is clear that H = (m) is in-
finite. • 

Theorem 3.2. Every infinite cyclic group is isomorphic to the additive group Z and 
every finite cyclic group of order :r:-: is isomorphic to the additive group Zm. 

PROOF. If G = (a) is a cyclic group then the map a : Z � G given by k � ak 
is an epimorphism by Theorems 1 .9 and 2.8. If Ker a = 0, then Z '"'-J G by Theorem 
2.3 (i). Otherwise Ker a is a nontrivial subgroup of Z (Exercise 2.9) and hence 
Ker a = (m), where m is the least positive integer such that am = e (Theorem 3 . 1 ) . 
For all r, s E Z, 

aT = as {:::} ar-s = e {:::} r - s E Ker a = (m) 
{:::} n1 I (r - s) {:::} r = s in Zm, 

(where k is the congruence class of k E Z). Therefore the map {3 : Zm � G given by 
k � ak is a well-defined epimorphism. Since 

{3(k) = e � ak = e = a0 � k = 0 in Zm, 

{3 is a monomorphism (Theorem 2.3(i)), and hence an isomorphismZm �"../ G. • 

Defin ition 3.3. Let G be a group and a E G. The order ofa is the order of the cyclic 
subgroup (a) and is denoted j a j .  

Theorem 3.4. Let G be a group and a E G. /fa has infinite order, then 

(i) ak = e if and only ifk = 0;  
(ii) the elements ak (k e Z) are all distinct. 

If a has finite order m > 0, then 

(iii) m is the least positive integer such that am = e; 
(iv) ak = e if and only ifm I k ;  
(v) ar = as if and only ifr = s (mod m) ; 

(vi) (a) consists of the distinct elements a,a2, • • •  , am-l,am = e ;  
(vii) for each k such that k I m, jakj = mjk. 
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SKETCH OF PROOF. (i)-(vi) are immediate consequences of the proof of 
Theorem 3.2. (vii) (ak)mlk = am = e and (ak)r ¢ e for al l  0 < r < m/k since other
wise akr = e with kr < k(m/ k) = m contradicting (iii). Therefore, [ak [ = m/ k 
by (iii). • 

Theorem 3.5. Every homomorphic image and every subgroup of a cyclic group G is 
cyclic. In particular, ifH is a nontrivial subgroup ofG = (a) and m is the least positive 
integer such that am c H, then H = (am). 

SKETCH OF PROOF. If f: G � K is a homomorphism of groups, then 
lm f = (f(a)). To prove the second statement simply translate-the proof of Theorem 
3. 1  into multiplicative notation (that is, replace every t c Z by a' throughout). This 
proof works even if G is finite. • 

Recall that two distinct elements in a group may generate the same cyclic sub
group. 

Theorem 3.6. Let G = (a) be a cyclic group. If G is infinite, then a and a-1 are the 
only generators of G. IfG is finite of order m, then ak is a generator ofG if and only 
if (k,m) = 1 .  

SKETCH OF PROOF. It suffices to assume either that G = Z, in which case 
the conclusion is easy to prove, or that G = Zm. If (k ,m) = 1 ,  there are c,d c Z such 
that ck + d1n = 1 ;  use this fact to show that /( generates Zm. If (k,m) = r > 1 ,  show 
that for n = m/r < n1, nk = nk = 0 and hence k cannot generateZ,, . • 

A naive hope might be that the techniques used above could be extended to 
groups with two generators and eventually to all finitely generated groups, and thus 
provide a description of the structure of such groups. Unfortunately, however, even 
groups with only two generators may have a very complex structure. (They need not 
be abelian for one thing; see Exercises 2.3 and 2 .4.) Eventually we shall be able to 
characterize all finitely generated abelian groups, but even this will require a great 
deal more machinery. 

EX E R C I S E S  
1 .  Let a,b be elements of group G. Show that la l  = la-1 1 ; lab! = lbal , and 

la l  = [cac-1 1 for al l  c c G. 

2. Let G be an abelian group containing elements a and b of orders m and n re
spectively. Show that G contains an element whose order is the least common 
multiple of m and n. [Hint: first try the case when (m,n) = 1 .] 

3. Let G be an abelian group of order pq, with (p,q) = 1 .  Assume there exist a,b c G 
such that [a [  = p, lbl = q and show that G is cyclic. 

4. Iff: G � H is a homomorphism, a e G, and f(a) has finite order in H, then 'a[ is 
infinite or I f(a) [ divides Ia [ .  
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5 .  Let G be the multiplicative group of all nonsingular 2 X 2 matrices with rational 
. (0 - 1) ( 0 1) 

entnes. Show that a = 1 0 has order 4 and b = _ 1 _ 1 has order 3, 

but ah has infinite order. Conversely, show that the additive group Z2 ffi Z con
tains nonzero elements a,b of infinite order such that a + b has finite order. 

6. lf G is a cyclic group of order n and k l n, then G has exactly one subgroup of 
order k. 

7. Let p be prime and H a subgroup of Z(p00) (Exercise 1 . 10). 
(a) Every element of Z(p00) has finite order pn for some n > 0. 
(b) If at least one element of H has order pk and no element of H has order 

greater than pk, then H is the cyclic subgroup generated by 1jpk, whence H"'-' Zpk· 
(c) If there is no upper bound on the orders of elements of H, then 

H = Z(p00);  [see Exercise 2. 1 6] .  
(d) The only proper subgroups of Z(p00) are the finite cyclic groups 

Cn = (1/pn) (n = 1 ,2, . . .  ) .  Furthermore, (0) = Co < c. < C2 < Ca < · · · .  
(e) Let x1,x2, . . .  be elements of an abelian group G such that lx• l = p, 

px2 = xx, px3 = x2, . . .  , pxn+l = Xn, . . . . The subgroup generated by the 
Xi (i > 1) is isomorphic toZ(p00). [Hint: Verify that the map induced by xi � 1jpi 

is a well-defined isomorphism.] 

8. A group that has only a finite number of subgroups must be finite. 

9. If G is an abelian group, then the set T of all elements of G with finite order is a 
subgroup of G. [Compare Exercise 5. ]  

10. An infinite group is cyclic if and only if it is isomorphic to each of its proper subgroups. 

4. COSETS AN D COU NTI NG 

In this section we obtain the first significant theorems relating the structure of a 
finite group G with the number theoretic properties of its order I G l .  We begin by ex
tending the concept of congruence modulo m in the group Z. By definition a = b 
(mod m) i f  and only if 1n I a - b, that is, if and only if a - b is an element of the 
subgroup (m) = { 1nk I k e Z J .  More generally (and in multiplicative notation) 
we have 

Defin ition 4.1. Let H be a subgroup of a group G and a,b e G. a is right congruent to 
b modulo H, denoted a = r b (mod H) ifab-1 e H. a is left congruent to b modulo H, 
denoted a = 1 b (mod H), if a-1b e H. 

If G is abelian, then right and left congruence modulo H coincide (since ab-1 e H 
<==> (ab-1)-1 e H and (ab-1)-1 = ba-1 = a-1b). There also exist nonabelian groups G 
and subgroups H such that right and left congruence -coincide (Section 5), but this is 
not true in general. 
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Theorem 4.2. Let H be a subgroup of a group G. 

(i) Right [resp. left] congruence modulo H is an equivalence relation on G .  
(ii) The equivalence class ofa € G under right [resp. left] congruence modulo H is 

the set Ha = { ha I h c H }  [resp. aH = { ah I h c H } ] . 
(iii) [Ha l = IH I  = laHI for all a c G. 

The set Ha is called a right coset of H in G and aH is called a left coset of H in G. 
In general it is not the case that a right coset is also a left coset (Exercise 2). 

PROOF OF 4.2. We write a = b for a = r  b (mod H) and prove the theorem for 
right congruence and right cosets. Analogous arguments apply to left congruence. 

(i) Let a,b,c c G. Then a = a since aa-1 = e c H; hence .= is reflexive. = is 
clearly symmetric (a = b => ab-1 c H => (ab-1)-1 c H => ba-1 

c H => b = a). Finally 
a = b and b = c imply ab-1 e H and bc-1 c H. Thus ac-1 = (ab-1)(bc-1) c H and 
a = c; hence = is transitive. Therefore, right congruence modulo H is an 
equivalence relation. 

(ii) The equivalence class of a c G under right congruence is { x c G I x = a l 
= { x ·  c G I xa-1 e H} = { x c G I xa-1 = h c HJ = { x c G I x = ha; h c H} 
- { ha I h c H } = Ha. 

(iii) The map Ha ---; H given by ha � h is easily seen to be a bijection. • 

Corollary 4.3. Let H be a subgroup of a group G. 

(i) G is the union of the right [resp. left] cosets ofH in G. 
(ii) Two right [resp. left] cosets ofH in G are either disjoint or equal. 
(iii) For all a,b c G, Ha = Hb � ab-1 e H and aH = bH � a-1b c H. 
(iv) If CR is the set of distinct right cosets ofH in G and £ is the set of distinct left 

cosets of H in G, then [CRI = j£ j .  

PROOF. (i)--{iii) are immediate consequences of the theorem and statements 
(19)--{21 )  of Introduction, Section 4. (iv) The map CR ---; £ given by Ha � a-1H is a 
bijection since Ha = Hb � ab-1 e H {::::} (a-1)-1b-1 c H � a-1 H = b-1 H. • 

ADDITIVE NOTATION. If H is a subgroup of an additive group, then right 
congruence modulo H is defined by : a = r  b (mod H) {::::} a - b c H. The equivalence 
class of a c G is the right coset H + a  = { h + a I h c H} ; similarly for left congru
ence and left cosets. 

Defi n ition 4.4. Let H be a subgroup of a group G. The index of H in G., denoted 
[G : H], is the cardinal number of the set of distinct right [resp. left] cosets of H in G. 

In view of Corollary 4.3 (iv), [ G : H] does not depend on whether right or left 
cosets are used in the definition. Our principal interest is in the case when [ G : H] is 
finite, which can occur even when G and H are infinite groups (for example, 
[Z : (m)] = m by Introduction, Theorem 6.8(i)). Note that if H = (e), then Ha = { a} 
for every a c G and [G : H] = jGj .  
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A complete set of right coset representatives of a subgroup H in a group G is a 
set { ai } consisting of precisely one element from each right coset of H in G. Clearly 
the set { ai }  has cardinality [ G : H]. Note that such a set contains exactly one element 
of H since H = He is itself a right coset. Analogous statements apply to left cosets. 

Theorem 4.5. /fK,H,G are groups with K < H < G, then [G : K] = [G : H][H : K] . 
If any two of these indices are finite, then so is the third. 

PROOF. By Corollary 4.3 G = U Hai with ai c G, II I  = [ G : H] and the cosets 
ie.I 

Hai mutually disjoint (that is, Hai = Ha1 � i = j). Similarly H = U Kb1 with bi c H, 
je.J 

IJI = [ H : K] and the cosets Kbi are mutually disjoint. Therefore G = U Hai = 
ie.I 

U (U Kbi)ai = U Kb1ai. It suffices to show that the cosets Kbiai are mutual ly 
iel je.J (i,j)el'X J 

disjoint. For then by Corollary 4.3. we must have [G : K] = II X Jj, whence [G : K] 
= II X J/ = /1 1 /JI = [G : H][H : K]. If Kbiai = Kbrah then bia,: = kbrat (k € K). 
Since b1,bnk € H we have Hai = Hb1ai = Hkbra� = Ha�; hence i = t and bi = kbr. 
Thus Kbi = Kkbr = Kbr andj = r. Therefore, the cosets Kb1ai are mutually disjoint. 
The last statement of the theorem is obvious. • 

Corollary 4.6. (Lagrange). lfH is a subgroup of a group G, then /Gl = [G : H] IH I .  
In particular ifG is finite, the order la l of a € G divides IG I .  

PROOF. Apply the theorem with K = (e) for the first statement. The second is a 
special case of the first with H = (a). • 

A number of proofs in the theory of (finite) groups rely on various .. countingn 
techniques, some of which we now introduce. If G is a group and H,K are subsets of 
G, we denote by HK the set { ab I a c H, b c K} ; a right or left coset of a subgroup is a 
special case. If H,K are subgroups, HK may not be a subgroup (Exercise 7). 

Theorem 4.7. Let H and K be finite subgroups of a group G.  Then IHKI  
IHI IKI/ IH n K/ .  

SKETCH OF PROOF. C = H n K is a subgroup of K of index n = 
IK // I H n Kl and K is the disjoint union of right cosets Ckt u Ck?. u . . .  u CkTI for 
some ki c K. Since HC = H, this implies that HK is the disjoint union Hkt U Hk2 U 
.

. .  u Hkn . Therefore, /HK/ = IH / · n  = ! HHKI/ IH n K / . • 

Proposition 4.8. If H and K are subgroups of a group G,  !hen [H : H n K] < 
[G : K]. If rG : K] is finite, then [H : H n KJ = [G : K] if and only if G = KH. 

SKETCH OF PROOF. Let A be the set of all right cosets of H n K in H and B 
the set of all right cosets of K in G. The map cp :  A �  B given by (H n K)h � Kh 
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(h € H) is well defined since (H n K)h' = (H n K)h implies h'h-1 E H n K c K 
and hence Kh' = Kh. Show that cp is injective. Then lH : H n K] = !A I  < IBI 

= [ G : K]. If [ G : K] is finite, then show that [H : H n K] = [ G : K) if and only if cp 
is surjective and that cp is surjective if and only if G = KH. Note that for h E H, 
k e K, Kkh = Kh since (kh)h-1 = k E K. • 

Proposition 4.9. Let H and K be subgroups of finite index of a group G. Then 
[G : H n K] is finite and [G : H n K] < [G : H][G : K]. Furthermore, [G : H n K] 
= [G : H][G : K] if and only ifG = HK. 

PROOF. Exercise; use Theorem 4.5 and Proposition 4.8. • 

E X E R C I S ES 
1 .  Let G be a group and { Hi I i re f} a family of subgroups. Then for any a e G, 

(n Hi)a = n Hia. 
i i • 

2. (a) Let H be the cyclic subgroup (of order 2) of s, generated by G i �} 
Then no left coset of H (except H itself) is also a right coset . There exists a e Sa 

such that aH n Ha = { a} .  

(b) If K is the cyclic subgroup (of order 3) of S, generated by G i i). then 

every left coset of K is also a right coset of K. 

3 .  The following conditions on a finite group G are equivalent. 
(i) I Gl is prime. 

(ii) G � (e) and G has no proper subgroups. 
(iii) G "'-' Zp for some prime p. 

4. (Euler-Fermat) Let a be an integer and p a prime such that p,f-' a. Then aP-1 == 1 
(mod p ). [Hint: Consider a E Zp and the multiplicative group of nonzero elements 
of Zp; see Exercise 1 .7.] It follows that aP = a  (mod p) for any integer a. 

5 .  Prove that there are only two distinct groups of order 4 (up to isomorphism), 
namely Z4 and Z2 (B Z2. [Hint: By Lagrange's Theorem 4.6 a group of order 4 
that is not cyclic must consist of an identity and three elements of order 2.] 

6. Let H,K be subgroups of a group G. Then HK is a subgroup of G if and only if 
HK = KH. 

7. Let G be a group of order pkm, with p prime and (p,m) = 1 .  Let H be a subgroup 
of order pk and K a subgroup of order pd, with 0 < d < k and K }Z H. Show 
that HK is not a subgroup of G. 

8. If H and K are subgroups of finite index of a group G such that [ G : H] and 
[G : K] are relatively prime, then G = HK. 

9. If H,K and N are subgroups of a group G such that H < N, then HK n N 

= H(K n N). 
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10. Let H,K,N be subgroups of a group G such that H < K, H n N = K n N, 
and HN = KN. Show that H = K. 

1 1 . Let G be a group of order 2n; then G contains an element of order 2. If n is odd 
and G abelian, there is only one element of order 2 .  

12.  If H and K are subgroups of a gr<?UP G, then [H V K :  H] > [K : H n K] . 

1 3 . If p > q are primes, a group of order pq has at most one subgroup of order p. 
[Hint: Suppose H,K are distinct subgroups of order p. Show H n K = (e) ; use 
Exercise 1 2  to get a contradiction.] 

14. Let G be a group and a,b E G such that (i) Ia I = 4 = l bl ;  (ii) a2 = b2; (iii) ba = a3b 
= a-1b; (iv) a � b;  (v) G = (a,b). Show that I G I  = 8 and G � Q8• (See 
Exercise 2.3 ; observe that the generators A,B of Qs also satisfy (i)-(v).) 

5. NORMALITY, QUOTIENT GROU PS, AN D HOMOMORPH ISMS 

We shall study those subgroups N of a group G such that left and right con
gruence modulo N coincide. Such subgroups play an important role in determining 
both the structure of a group G and the nature of homomorphisms with domain G. 

Theorem 5.1. If N is a subgroup of a group G, then the following conditions are 
equivalent. 

(i) Left and right congruence modulo N coincide (that is, define the same equiva
lence relation on G); 

(ii) every left coset ofN in G is a right coset ofN in G; 
(iii) aN = Na for all a E G; 
(iv) for all a E G, aNa-·1 C N, where aNa-1 = { ana-1 I n  E N} ;  
(v) for all a E G, aNa-1 = N. 

PROOF. (i) {::::} (iii) Two equivalence relations R and S are identical if and only if 
the equivalence class of each element under R is equal to its equivalence class under 
S. In  this case the equivalence classes are the left and right cosets respectively of N. 
(ii) � (iii) If aN = Nb for some b e G, then a e Nb n Na, which implies Nb = Na 
since two right cosets are either disjoint or equal .  (iii) => (iv) is trivial .  (iv) => (v) 
We have aNa-1 C N. Since (iv) also holds for a-1 e G, a-1Na C N. Therefore for 
every n e N, n = a(a-1na)a-1 e aNa-1 and N C aNa-1• (v) => (ii) is immediate. • 

Defin ition 5.2. A subgroup N vf a group G which satisfies the equivalent conditions 
of Theorem 5.1 is said to be normal in G (or a normal subgroup ofG) ; we write N <l G 
ifN is normal in G. 

In view of Theorem 5 . 1  we may omit the subscripts ''r·' and "I" when denoting 
congruence modulo a norma] subgroup. 
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EXAMPLES. Every subgroup of an abelian group is trivially normal. The sub

group H generated by (� � �) in Sa is normal (Exercise 4.2). More generally any 

subgroup N of index 2 in a group G is normal (Exercise 1 ). The intersection of any 
family of normal subgroups is a normal subgroup (Exercise 2). 

If G is a group with subgroups N and M such that N <J M and M <J G, it does 
not follow that N <J G (Exercise 10). However, it is easy to see that if N is normal in 
G, then N is normal in every subgroup of G containing N. 

Recall that the join H V K of two subgroups is the subgroup (H U K) generated 
by H and K. 

Theorem 5.3. Let K and N be subgroups of a group G with N normal in G. Then 

(i) N n K is a normal subgroup ofK ;  
(ii) N is a normal subgroup of N V K ;  

(iii) NK = N V K = KN; 
(iv) if K is normal in G and K n N = (e), then nk = kn for all k e K and n e N. 

PROOF. (i) If n e N n K and a e K, then ana-1 e N since N <J G and ana-1 e K 
since K < G. Thus a(N n K)a-1 C N n K and N n K <J K. (ii) is trivial since 
N < N V K. (iii) Clearly NK C N V K. An element x of N V K is a product of the 
form n tk1n2k2 · · · nrkr, with ni e N, ki e K  (Theorem 2.8). Since N <J G, niki = kin/, 
n/ e N and therefore x can be written in the form n(k1 · · · kr), n e N. Thus 
N V K C NK. Similarly KN = N V K. (iv) Let k r:: K and n e N. Then nkn-1 e K 
since K <J G and kn-1k-1 e N since N <J G. Hence (nkn-•)k-• = n(kn-•k-•) e N n 
K = (e), which implies kn = nk. • 

Theorem 5.4. lfN is a normal subgroup of a group G and GjN is the set of all (left) 
cosets of N in G, then G/N is a group of order [G : N] under the binary operation given 
by (aN)(bN) = abN. 

PROOF. Since the coset aN [resp. bN, abN] is simply the equivalence class of 
a e G [resp. b e G, ab e G] under the equivalence relation of congruence modulo N, it 
suffices by Theorem 1 .5 to shO'w that congruence modulo N is a congruence relation, 
that is, that a1 = a (mod N) and b1 = b (mod N) imply a1b1 = ab (mod N). By 
assumption a1a-• = n1 e N and b.b-1 = n2 e N. Hence (alht)(ab)-• = a1b1b-•a-1 
= (a1n2)a-1 • But since N is normal, a1N = N a. which implies that a1n2 = n3a1 for 
some n3 e N. Consequently (a1btXab)-1 = (a1n2)a- 1 = naa.a-1 = n3n1 e N, whence 
a1b1 - ab (mod N). • 

If N is a normal subgroup of a group G, then the group G/ N, as in Theorem 5.4, 
is called the quotient group or factor group of G by N. If G is written additively, then 
the group operation in G/ N is given by (a + N) + (b + N) = (a + b) + N. 

REMARK. If m > 1 is a (fixed) integer and k e Z, then the remarks preceding 
Definition 4. 1 show that the equivalence class of k under congruence modulo m is 
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precisely the coset of (m) in Z which contains k ;  that is, as sets, Zm = Z/(m) . Theo
rems 1 .5 and 5 .4 show that the group operations coincide, whence Zm = Z/ (m) 
as groups. 

We now explore the relationships between normal subgroups, quotient groups, 
and homomorphisms. 

Theorem 5.5. If f : G � H is a homomorphism of groups, then the kernel off is a 
normal subgroup ofG. Conversely, if N is a normal subgroup of G, then the map 
1r : G -+  G/N given by 1r(a) = aN is an epimorphism with kernel N. 

PROOF. If x € Ker fand a € G, then 

f(axa-1) = f(a) f(x) f(a-1) = f(a)ef(a)-1 = e 

and axa-1 € Ker f. Therefore a(Ker f)a-1 C Ker f and Ker f <J G. The map 
1r :  G � G/ N is clearly surjective and since 1r(ab) = abN = aNbN = 1r(a)1r(b), 
1r is an epimorphism. Ker 1r = { a  € G I tr(a) = eN = NJ = { a  € G I aN = NJ 
= { a  € G I a € N} = N. • 

The map 1r :  G � G/ N is called the canonical epimorphism or projection. Here
after unless stated otherwise G -+ GIN ( N <J G) always denotes the canonical 
epimorphism. 

Theorem 5.6. Iff : G � H is a homomorphism of groups and N is a normal subgroup 
ofG contained in the kernel off, then there is a unique homomorphis1n f :  G/N � H 

such that f(aN) = f(a) for all a € G. lm f = lm f and Ker f =  (Ker f)/N. f is an iso
lnorphism if and only iff is an epimorphism and N = Ker f. 

The essential part of the conclusion may be rephrased : there exists a unique 
homomorphism 1: G/ N � H such that the diagram:  

f 

is commutative. Corollary 5 .8 below may also be stated in terms of commutative 
diagrams. 

PROOF OF 5.6. If b E aN, then b = an, n € N, and f(b) = f(an) = f(a) f(n) 
= f(a)e = f(a), since N < Ker f. Therefore, f has the same effect on every element 
of the coset aN and the map 1: G/ N � H given by /(aN) = f(a) is a well-defined 
function. Since /(aNbN) = ](abN) = f(ab) = f(a) f(b) = /(aN) ](bN), J is a 
homomorphism. Clearly Im 1 = Im f and 
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aN € Ker 1 <=> f(a) = e ¢:::> a € Ker f, 

whence Ker 1 = { aN I a € Ker fl = (Ker f)/ N. 1 is unique since it is completely 
determined by f. Finally it is clear that 1is an epimorphism if and only if f is. By 
Theorem 2.3 / is a monomorphism if and only if Ker J = (Kerf)/ N is the trivial sub
group of GIN� which occurs if and only if Ker f = N. • 

Corol lary 5.7. (First Isomorphism Theorem) If f :  G ---+ H is a homomorphism of 
groups, then f induces an isomorphism G/Ker f "'  Im f. 

PROOF. f :  G � Imfis an epimorphism. Apply Theorem 5.6 with N = Kerf. • 

Corollary 5.8. If f :  G � H is a homomorphism of groups, N <J G, M <J H, and 
f(N) < M, then f induces a homomorphism f :  G/N � H/M, given by aN � f(a)M.  

f is an isomorphism if and only if lm f V M = H and r-1(M) C N. In particular 
iff is an epimorphism stich that f(N) = M and Ker f C N, then f is an isomorphism. 

SKETCH OF PROOF. Consider the composition G � H � H/ M and verify 
that N c f-1(M) = Ker 1rf. By Theorem 5.6 (applied to trf) the map G/ N ---+ H/M 
given by aN� (trf)(a) = f(a)M is a homomorphism that is an isomorphism if and 
only if 1rfis an epimorphism and N = Ker 1rf. But the latter conditions hold if and 
only if Im f V M = H and f-1(M) c N. If f is an epimorphism, then H = Im f 
= Im f V M. If f(N) = M and Ker fC N, then f-1(M) C N, whence J is an 
isomorphism. • 

Corollary 5.9. (Second Isomorphism Theorem) lfK and N are subgroups of a group 
G, with N normal in G,  then K/(N n K) rv NK/N. 

PROOF. N <J NK = N V  K by Theorem 5.3. The composition K � NK � 
NK/ N is a homomorphism fwith kernel K n N, whence ]: K/ K n N ,._. Im fby 
Corollary 5.7. Every element in NK/ N is of the form nkN(n e N�k € K). The normal
ity of N implies that nk = kn. (lll € N), whence nkN = kn1N = kN = f(k). There
fore fis an epimorphism and hence Im f = NK/ N. • 

Corollary 5.10. (Third Isomorphism Theorem). If H and K are normal subgroups 
of a group G such that K < H, then H/K is a normal subgroup of G/K and 
(G/K)/(H/K) "' G/H. 

PROOF. The identity map l o : G ---+ G has la(K) < H and therefore induces an 
epimorphism I : G I K ---+ G I H, with l(aK) = aH. Since H = l(aK) if and only if 
a e H, Ker 1 = { aK !  a €  H} = H/K. Hence H/K <J G/K by Theorem 5 .5 and 
G/H = lm / "'  (G/K)/Ker 1 = (G/K)j(H/K) by Corollary 5.7. • 
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Theorem 5.11. If f : G --+ H is an epimorphism of groups, then the assignment 
K � f(K) defines a one-to-one correspondence between the set Sr(G) of all subgroups 
K ofG which contain Ker f and the set S(H) of all subgroups ofH. Under this corre
spondence normal subgroups correspond to normal subgroups. 

SKETCH OF PROOF. By Exercise 2.9 the assignment K� f(K) defines a 
function cp : S /_G) --+ S(H) and f-1(1) is a subgroup of G for every subgroup J of H. 
Since J < H implies Ker f < f-1(1) and f(j-1(1)) = J, fP is surjective. Exercise 1 8  
shows that f-1( f(K)) = K if and only if Ker f < K. It follows that fP is injective. To 
prove the last statement verify that K <J G implies f(K) <J H and J <J H implies 
f-l(J) <J G. • 

Corollary 5.12. lfN is a nonnal subgroup of a group G, then every subgroup ofGjN 
is of the form K/N, where K is a subgroup of G that contains N. Furthermore, K/N 
is normal in GIN if and only ifK is normal in G. 

PROOF. Apply Theorem 5.1 1 to the canonical epimorphism 1r :  G -+  G/ N. If 
N < K < G, then 1r(K) = K/N. • 

E X E R C I S ES 
1 .  If N is a subgroup of index 2 in a group G, then N is normal in G. 

2. If t Ni I i E I} is a family of normal subgroups of a group G' then n Ni is a 
it I 

normal subgroup of G. 

3 .  Let N be a subgroup of a group G. N is normal in G if and only if (right) con
gruence modulo N is a congruence relation on G. 

4.  Let � be an equivalence relation on a group G and let N = { a  € G I a "-� e} . 
Then � is a congruence relation on G if and only if N is a normal subgroup of G 
and � is congruence modulo N. 

5 .  Let N < S4 consist of all those permutations u such that u(4) = 4. Is N normal 
in S4? 

6. Let H < G; then the set aHa-1 is a subgroup for each a € G, and H "-� aHa-1 • 

7. Let G be a finite group and-H a subgroup of G of order n. If H is the only sub
group of G of order n, then H is normal in G. 

8. All subgroups of the quaternion group are normal (see Exercises 2.3 and 4.1 4).  

9. (a) If G is a group, then the center of G is a normal subgroup of G (see Ex
ercise 2. 1 1); 
(b) the center of Sn is the identity subgroup for all n > 2. 

10. Find subgroups H and K of D4* such that H <] K and K <] D4* ,  but H is not 
normal in D4 * .  

1 1 . If His a cyclic subgroup of a group G and His normal in G, then every subgroup 
of H is normal in G. [Compare Exercise 10.] 
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12 .  If H is a normal subgroup of a group G such that H and G/ H are finitely gen
erated, then so is G. 

1 3 . (a) Let H <1 G, K <1 G. Show that H V K is normal in G. 
(b) Prove that the set of all normal subgroups of G forms a complete lattice 
under inclusion (Introduction, Exercise 7 .2). 

14. If N1 <1 Gt, N2 <1 G2 then (Nt X N2) <1 (Gt X G2) and (G1 X G2)j(N1 X N2) 
�"../ (G./ Nt) X ( G2/ N2). 

1 5. Let N <J G and K <J G. If N n K = (e) and N V  K = G, then GjN I"../ K. 

1 6. Iff :  G � H is a homomorphism, H is abelian and N is a subgroup of G con
taining Ker J, then N is normal in G. 

1 7. (a) Consider the subgroups (6) and (30) of Z and show that (6)/(30) ,__ Z5• 
(b) For any k,m > 0, (k)/(km) ,__ Zm ; in particular, .Z/(m) = ( 1 )/(m) �"../ Zm. 

1 8. If f: G � H is a homomorphism with kernel N and K < G, then prove that 
f-1( f(K)) = KN. Hence f-1(f(K)) = K if and only if N < K. 

19. If N <J G, [G : N] finite, H < G, /Hf finite, and [G : N] and /HI  are relatively 
prime, then H < N. 

20. If N <J G, I N/ finite, H < G, [ G : H] finite, and [ G : H] and I Nl are relatively 
prime, then N < H. 

2 1 .  If H is a subgroup of Z(p00) and H � Z(p00), then Z(p00)/ H �"../ Z{p00). [Hint: if 
H = ( 1/pn), let Xi = 1/pn+i + H and apply Exercise 3 .7(e).] 

6. SYMM ETRIC, ALTERNATING, AND D I H �DRAL GROUPS 

In this section we shaH study in some detail the symmetric group Sn and certain 
of its subgroups. By definition Sn is the group of all bijections In � I71 , where In = 
{ 1 ,2, . . .  , n J .  The elements of Sn are called permutations. In addition to the notation 
given on page 26 for permutations in Sn there is another standard notation: 

Defin ition 6.1. Let i�,i2, . . .  , ir, (r < n) be distinct elements of In = { 1 ,2, . . . n 1 .  
Then Ci1i2ia · · · ir) denotes the permutation that maps h � i2, i2 � ia, h � i4, . . .  , 

ir-1 1----7 ir, and ir H i. , and maps every other element ofln onto itself (i.i2 · · · ir) is called 
a cycle of length r or an r-cyc/e; a 2-cyc/e is called a transposition. 

The cycle notation is not unique (see below) ; indeed, strictly speaking, the cycle 
notation is ambiguous since (h · · · ir) may be an element of any Sn, n > r. In context, 
however, this will cause no confusion. A 1 -cycle (k) is the identity permutation. 
Clearly, an r-cycle is an element of order r in Sn. Also observe that if r is a cycle and 
r(x) � x for some x e In, then r = (xr(x)r2(x) · · · rd(x)) for some d > 1 .  The inverse 
of the cycle (il;2 . . .  ir) is the cycle (irir-lir-2 . . . i2iJ) = (i1irir--dr-2 . . . ;2) (verify !). 

EXAMPLES. The permutation r = G ; � �) is a 4-cycle: r = (1432) 

= (4321 ) = (3214) = (21 43). If u is the 3-cycle ( 125), then ur = ( 125)(1432) = ( 1435) 
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(remember: permutations are functions and ur means r followed by u); similarly 
ru = (1432)(1 25) = (2543) so that ur � ru. There is one case, however, when two 
permutations do commute. 

Defin ition 6.2. The permutations u1,u2, . . .  , ur ofSn are said to be disjoint provided 
that /or each I < i < r, and et,ery k e In, ui(k) � k implies uj(k) = k /or all j � i. 

In other words uhu2, . . .  , ur are disjoint if and only if no element of Ift is moved 
by more than one of u1, . . .  , u r· It is easy to see t:hat ru = ur whenever u and r are 
disjoint. 

Theorem 6.3. Every nonidentity permutation in Sn is uniquely (up to the order of the 
factors) a product of disjoint cycles, each of which has length at least 2. 

SKETCH OF PROOF. Let u e Sn, u � (1). Verify that the following is an 
equivalence relation on In : for x,y e In, x  �'../ y ifand only ify = um(x) for some m e z. 
The equivalence classes { B: I 1 < i < s I of this equivalence relation are called the 
orbits of u and form a partition of In (Introduction, Theorem 4.1) .  Note that if x e Bi, 
then Bi = { u  I x �'../ u }  = { u"'(x) I m e  ZJ . Let B�,B2, . . . , Br (I < r < s) be those 
orbits that contain more than one element each (r > 1 since u � (1)). For each 
i < r define Ui e Sn by: 

Each ui is a well-defined nonidentity permutation of Ift since u I B; is a bijection 
Bi --+- Bi. u1,u2, . . .  , u r are disjoint permutations since the sets B., . . .  , Br are mu
tually disjoint. Finally verify that u = u1 u2·  · · ur ; (note that x e Bi implies u(x) = ui(x) 
if i < r and u(x) = x if i > r; use disjointness). We must show that each Ui is a cycle. 

If x e Bi (i < r), then since Bi is finite there is a least positive integer d such that 
ud(x) = ui(x) for somej (O < j < d). Since ud-i(x) = x and 0 < d - j < d, we must 
have j = 0 and ud(x) = x. Hence (xu(x)u2(x) · · · ud-I(x)) is a well-defined cycle of 
length at least 2.  If um(x) e Bi, then m = ad +  b for some a,b e Z such that 0 < b < d. 
Hence um(x) = ub+ad(x) = ubuad(x) = ub(x) e { x,u(x),u2(x), . . .  , ud-I(x) J .Therefore 
Bi = { x,u(x),u2(x), . . .  , ud-I(x) J and it follows that Ui is the cycle 

_ (xu(x)u2(x) · · · ud-l(x)). 

Suppose r�, . . .  , Tt are disjoint cycles such that u = r1r2 · · · Tt. Let x € In be such 
that u(x) ¢ x. By disjointness there exists a unique j ( 1  < j < t) with u(x) = riCx). 
Since uri = Tju, we have uk(x) = r/'{x) for alJ k e Z. Therefore, the orbit of x under 
Tf is precisely the orbit of x under u, say Bi. Consequently, ri(Y) = u(y) for every 
y e Bi (since y = un(x) = r1n(x) for some n e Z). Since Tt is a cycle it has only one 
nontrivial orbit (verify!), which must be Bi since x ¢ u(x) = r1(x). Therefore 
r1(y) = y for all y t Bi, whence Tf = ui. A suitable inductive argument shows that 
r = t and (after reindexing) u i = Ti for each i = 1 ,2 , . . .  , r. • 
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Corol lary 6.4. The order of a permutation u e Sn is the least common multiple of the 
orders of its disjoint cycles. 

PROOF. Let u = u1 · · · ur, with { ui } disjoint cycles. Since disjoint cycles com
mute, um = U1m . • • U7m for all m € Z and Um = (1 ) if and Only if Uim = (1) for all i. 
Therefore um = (1)  if and only if l ul l  divides m for all i (Theorem 3.4). Since lui  is 
the least such m, the conclusion follows. • 

Corol lary 6.5. Every permutation in Sn can be wrirren as a product of(not necessarily 
disjoint) transpositions. 

PROOF. It suffices by Theorem 6.3 to show that every cycle is a product 
of transpositions. This is easy: (xi) = (x1x2)(x1x2) and for r > 1 ,  (x1x2x3 · · · xr) 
= (XIXr)(XtXr-I) • • · (x1x3XXtX2). • 

Defin ition 6.6. A permutation r e Sn is said to be even [resp. odd] if T can be written 
as a product of an even [resp. odd] number of transpositions. 

The sign of a permutation r, denoted sgn r, is 1 or - 1  according as r is even or 
odd. The fact that sgn r is well defined is an immediate consequence of 

Theorem 6.7. A permutation in Sn (n > 2) cannot be both even and odd. 

PROOF. Let ;. ,;2, . . . , in be the integers 1 ,2, . . . , n in some order and define 
tl.(i1 , . . .  , in) to be the integer II (ii - h), where the product is taken over all pairs 
U,k) such that 1 < j < k < n. Note that tl.(i�, . . .  , in) � 0. We first compute 
tl.(u(it), . . .  , u(in)) when u e Sn is a transposition, say u = (icid) with c < d. We have 
tl.(i�,  . . .  , in) = Uc - id)ABCDEFG, where 

A = II (ii - h) ; B = II (ii - ic}; 
j <k j <c j,k �c,d 

E = II {ic - itc); 
c <k <d 

G = II (id - h). 
d <k 

c = II ui - id>;  
i <c 

F = II Oc - h); 
d <k 

We write u(A) for II (u(ii) - u(h)) and similarly for u(B), u(C), etc. Verify that 
i <k i.k �c,d 

u(A) = A ;  u(B) = C and u(C) = B; u(D) = ( - 1)d-c-I£ and a(E) = (- 1)d-c-ID; 
u(F) = G, and u(G) = F. Finally, u(ic - id) = u(ic) - u(id) = id - ic = - (ic - id). 
Consequently, 

A(u(it), . . .  , u(in)) = u(ic - id)u(A)u(B) · · · a( G) = ( - 1 )1+2<d-c-I>(ic - id)ABCDEFG 
= - fl.(h, · • · , in}. 

Suppose for some r e Sn, r = T1 • • • Tr and r = Ut • · · us with Ti, u i transposi
tions, r even and s odd. Then for Cit, . . .  , if1) = ( I  ,2 , . . . , n) the previous paragraph 
implies �( r(l) ,  . . . , r(n)) = tl.(r1 · · · T7(1), . . .  , r1 · · · T7(n)) = - fl.( r2 • • • Tr(l ), . . . , 
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r2 · · · Tr(n)) = · · · = (- l)rLl(1 ,2, . . .  , n) = Ll(1 ,2, . . .  , n). Similarly �(r(1), . . . , r(n)) 
= ( - l)3Ll(1 ,2, . _ _  , n) = - Ll(1 ,2, . . . , n), whence Ll(1 ,2, . . .  , n) = -Ll(1 ,2, . . .  , n). 
This is a contradiction since Ll(l ,2, . . . , n) � 0. • 

Theorem 6.8. For each n > 2, let An be the set of all even permutations of Sn. 
Then An is a normal subgroup ofSn of index 2 and order ISnl/2 = n !j2. Furthermore 
An is the only subgroup ofSn of index 2. 

The group An is called the alternating group on n letters or the alternating group of 
degree n. 

SKETCH OF PROOF OF 6.8. Let C be the multiplicative subgroup { 1 , - 1 }  
of the integers. Define a map f: Sn � C by a J--+ sgn u and verify that f is an epimor
phism of groups. Since the kernel of fis clearly An, An is normal in Sn. By the First 
Isomorphism Theorem Sn/ An "-J C, which implies [Sn : An] = 2 and IAnl  = ISn l/2. 
An is the unique subgroup of Sn of index 2 by Exercise 6. • 

Definition 6.9. A group G is said to be simple ifG has no proper normal subgroups. 

The only simple abelian groups are theZP with p prime (Exercise 4.3). There are a 
number of nonabelian simple groups ; in particular, we have 

Theorem 6.10. The alternating group An is simple if and only if n ¢. 4. 

The proof we shall give is quite elementary. It will be preceded by two lemmas. 
Recall that if r is a 2-cycle, r2 = (1)  and hence r = r-1• 

Lemma 6. 11. Let r,s be distinct elements of { 1 ,2, . . .  , n } . Then An (n > 3) is gen
erated by the 3-cyc/es { (rsk) I 1 < k < n, k � r,s } . 

PROOF. Assume n > 3 (the case n = 3 is trivial). Every element of An is a 
product of terms of the form (ab)(cd) or (abXac), where a,b,c,d are distinct elements 
of { 1 ,2, . . .  , n } .  Since (ab)(cd) = (acb)(acd) and (abXac) = (acb), An is generated by 
the set of all 3-cycles. Any 3-cycle is of the form (rsa), (ras), (rab), (sab), or (abc), 
where a,b,c are distinct and a,b,c � r,s. Since (ras) = (rsa)2, (rab) = (rsb)(rsa)\ 
(sab) = (rsb)2(rsa), and (abc) = (rsa)2(rsc)(rsb)2(rsa), An is generated by 

{ (rsk) I 1 < k < n, k ¢. r,s } . • 

Lemma 6.12. IfN is a normal subgroup of An (n > 3) and N contains a 3-cyc/e, then 
N = An. 

PROOF. If (rsc) € N, then for any k ¢. r,s,c, (rsk) = (rs)(ck)(rsc)2(ck)(rs} 
= [(rs)(ck)](rsc)2[(rs)(ck)]-1 e N. Hence N = An by Lemma 6. 1 1 .  • 



50 C HAPTER I GROU PS 

PROOF OF THEOREM 6.10. A2 = ( 1 )  and Aa is the simple cyclic group of 
order 3. It is easy to verify that { ( 1  ),(1 2)(34),( 1 3)(24),(14)(23) } is a normal subgroup 
of A4 (Exercise 7). If n > 5 and N is a nontrivial normal subgroup of An we shall 
show N = An by considering the possible cases. 

CASE 1. N contains a 3-cycle ; hence N = An by Lemma 6. 1 2. 

CASE 2. N contains an element u, the product of disjoint cycles, at least one of 
which has length r > 4. Thus u = (a1a2 · · · ar)T (disjoint). Let o = (a1a2aa) € An. Then 
u-1(ouo-J) € N by normality. But 

u-1(oao-1) = T-1(alarar-1 "  · · a2)(a1a2aa)(a1a2 · · · ar)T(ataaa2) = (ataaar) E N. 

Hence N = An by Lemma 6. 12 .  

CASE 3. N contains an element a ,  the product of disjoint cycles, at least two of 
which have length 3, so that a = (a1a2aa)(a4asa6)�-(disjoint). Let o = (a1a2a4) € An. 
Then as above, N contains u-1(5uo-1) = T-1(a4a6as)(ataaa2)(ala2a4)(a.a2aa)(a4asa6)T 
(a1a4a2) = (ata4a2ll6aa). Hence N = An by case 2. 

CASE 4. N contains an element u that is the product of one 3-cycle and some 
2-cyctes, say u = (a1a2aa)T (disjoint), with T a product of disjoint 2-cycles. Then 
u2 € Nand u2 = (ata2aa)T(ata2aa)T = (ata2a3)2T2 = (a1a2aa)2 = (a1aaa2), whence N = A,1 
by Lemma 6. 1 2. 

CASE S. Every element of N is the product of (an even number of) disjoint 
2-cycles. Let u € N, with u = (a1a2)Caaa4)T (disjoint). Let (} = (a1a2aa) € An; then 
u-1(ouo-1) e N as above. Now u-•(ouo-1) = T-1(aaa4)(aia2)(ata2aa)(aia2)(aaa4)T(ataaa2) 
= (a1aa)(a2a4). Since n > 5, there is an element b 

€ { 1 ,2, . . .  , n }  distinct from 
a�,a2,aa,a4. Since I; = (aiaab) € An and � = (a1aa)(a2a4) € N, �(I;�I;-1) € N. But �(!;�t-1) 
= (a.aa)(a2a4)(aiaab)(ataa)(a2G4)(a1baa) = (a.aab) € N. Heitce N = An by Lemma 6. 1 2. 

Since the cases listed cover all the possibilities, An has no proper normal sub
groups and hence is simple. • 

Another important subgroup of Sn (n > 3) is the subgroup Dn generated by 
a =  ( 1 23 · · · n) and 

b - ( 1 2 3 
1 n n - 1 

4 5 
n - 2  n - 3  

l 
n + 2 - i  

n - 1 
3 ;) 

IT (i n + 2 - i). Dn is called the dihedral group of degree n. The group 
2 <i < n +2 - i  

Dn is isomorphic to and usually identified with the group of all symmetries of a regular 
polygon \vith n sides (Exercise. l 3). In particular D4 is (isomorphic to) the group D4* 
of symmetries of the square (see pages 25-26). 

Theorem 6.13. For each n > 3 the dihedral group Du is a group of order 2n whose 
generators a and b satisfy: 

(i) an = ( 1 ) ;  b2 = ( 1 ) ; a k � ( 1 )  if 0 < k < n; 
(ii) ba = a-1b. 
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Any group G which is generated by elements a,b e G satisfying (i) and (ii) for some 
n > 3 (with e e G in place of( 1 )) is isomorphic to Dn. 

SKETCH OF PROOF. Verify that a,b e Dn as defined above satisfy (i) and (ii), 
whence Dn = (a,b) = { aibi I 0 < i < n; j = 0, 1 } (see Theorem 2.8). Then verify 
that the 2n elements aibi (0 < i < n; j = 0, 1 )  are all distinct (just check their action 
on 1 and 2), whence IDn l = 2n. 

Suppose G is a group generated by a,b e G and a,b satisfy (i) and (ii) for some 
n > 3. ByTheorem 2.8 every element of G is a finite product am1bm2am3bm• . · · bm1c (mi E Z). 
By repeated use of (i) and (ii) any such product may be written in the form aibi with 
0 < i < n and j = 0, 1 (in particular note that b2 = e and (ii) imply b = b-1 and 
ab = ba- • ). Denote the generators of Dn by a1 ,b1 to avoid confusion and verify that 
the mapf: Dn --+ G given by a/b/ --+ aibj is an epimorphism of groups. To complete 
the proof we show that fis a monomorphism. Suppose f(a1

ib1i) = aibi = e e G with 
0 < i < n and j = 0, 1 .  If j = 1 ,  then ai = b .. and by (ii) ai+l = aia = ba = a-1b 
= a-1ai = ai-l, which implies a2 = e. This contradicts (i) since n > 3. Therefore 

j = 0 and e = aibo = ai with 0 < i < n, which implies i = 0 by (i). Thusf(a1ib.i) = e 
implies a.ib•i = a.0bt0 = ( 1 ). Therefore f is a monomorphism by Theorem 2.3. • 

This theorem is an example of a characterization of a group in terms of "genera
tors and relations." A detailed discussion of this idea will be given in Section 9. 

E X E R C I S E S  
1 .  Find four different subgroups of S4 that are isomorphic to Sa and nine iso

morphic to s2. 

2. (a) Sn is generated by the n - 1 transpositions (1 2), (1 3), ( 14), . . . , (1n). [Hint: 
( 1 i)(1iX1 i) = Cu).] 
(b) Sn is generated by the n - 1 transpositions ( 1 2), (23), (34), . . .  , (n - 1 n). 
[Hint: (1j) = ( 1  j - 1 )(j - 1 j)(1 j - 1) ; use (a).] 

I 3.  If u = (i1i2 · · · ir) � Sn and r e Sn, then rar-1 is the r-cycle (r(i.)r(i2) · · · r(ir)). 

4. (a) Sn is generated by u. = ( 12) and r = (1 23 ·  · · n). [Hint: Apply Exercise 3 to 
a., u2 = ra.r-1, ua = ru2r-1, . . .  , un-1 = run-2T-1 and use Exercise 2(b).] 
(b) Sn is generated by ( 12) and (23 · · · n). 

5. L,et a,r e Sn.  If u is even (odd), then so is rur-1• 

6. An is the only subgroup of Sn of index 2. [Hint: Show that a subgroup of index 2 
must contain all 3-cycles of Sn and apply Lemma 6. 1 1 .] 

7. Show that N = { ( 1 ),(1 2)(34),( 13)(24),( 14)(23) } is a normal subgroup of S4 con
tained in A4 such that S4/ N "-/ Sa and A4/ N r"o../ Z3• 

8. The group A4 has no subgroup of order 6. 

9. For n > 3 let Gn be the multiplicative group of complex matrices generated by 

x = (� �) and y = (�•"''" �-h·iJn). where ,-. = - I. Show that Gn '"" D,. . 

(Hint: recall that e2.,i = 1 and ek21ri � 1 ,  where k is real, unless k e Z.) 
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10. Let a be the generator of order n of Dn. Show that (a) <J Dn and Dn/(a) :::: Z2. 

1 1 .  Find all normal subgroups of Dn. 

1 2. The center (Exercise 2. 1 1) of the group Dn is (e) if n is odd and isomorphic toZ2 
if n is even. 

1 3 .  For each n > 3 let Pn be a regular polygon of n sides (for n = 3, Pn is an equi
lateral triangle; for n = 4, a square). A �ymmetry of Pn is a bijection Pn ---+ Pn 
that preserves distances and maps adjacent vertices onto adjacent vertices. 

(a) The set Dn * of all symmetries of Pn is a group under the binary operation 
of composition of functions. 

(b) Every /€ Dn * is completely determined by its action on the vertices of Pn. 
Number the vertices consecutively 1 ,2, . . ..  , n ;  then each f € Dn * determines a 
unique permutation u 1 of { 1 ,2, . . .  , n } .  The assignment !� u 1 defines a mono
morphism of groups <P :  Dn * � Sn. 

(c) Dn * is generated by /and g, where fis a rotatiol) of 21r /n degrees about the 
center of Pn and g is a reflection about the "diameter" through the center and 
vertex 1 .  

(d) u1 = ( 1 23 ·  · · n) and u - ( 1 2 3 
o - 1 n n - 1 

n - 1 
3 

7. CATEGORI ES: PRODUCTS, COPRODUCTS, AN D 
FREE OBJECTS 

�). whence 

Since we now have several examples at hand, this is an appropriate time to intro
duce the concept of a category. Categories will serve as a useful language and provide 
a general context for dealing with a number of different mathematical situations. 
They are studied in more detail in Chapter X. 

The intuitive idea underlying the definition of a category is that several of the 
mathematical objects already introduced (sets, groups, monoids) or to be introduced 
(rings, modules) together with the appropriate maps of these objects (functions for 
sets ; homomorphisms for groups, etc.) have a number of formal properties in com
mon. For example, in each case composition of maps (when defined) is associative; 
each object A has an identity map lA  : A ---+ A with certain properties. These notions 
are formalized in 

Defin ition 7.1. A category is a class e of objects (denoted A,B,C, . . .  ) together with 

(i) a class of disjoint sets, denoted hom(A,B), one for each pair of objects in e ;(an 
element 'f of hom(A,B) is called a morphism from A to B and is denoted f : A � B) ; 

(ii) for each triple (A,B,C) of objects ofe a function 

hom(B,C) X hom(A,B) ---+ hom(A,C) ; 

(for morphisms f : A ---+ B, g : B ---+ C, this function is written (g,O 1---+ g o f and 
g o f : A �  C is called the composite of f and g); all subject to the two axioms: 

(I) Associativity. Iff : A � B g : B ---+ C, h : C ---+ D are morphisrns of e, then 
h 0 (g 0 0 = (h 0 g) 0 f. 
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(II) Identity. For each object B of e there exists a morphism 1 B : B � B such 
that for any f : A � B, g : B � C, 

1 B o f = f and g o 1 B = g. 

In a category e a morphism f : A � B is called an equivalence if there is in e a 
morphism g : B � A such that g o f = l A  and f o g = 1 B. The composite of two 
equivalences, when defined, is an equivalence. Iff : A - B is an equivalence, A and 
B are said t-o be equivalent. 

EXAMPLE. Let S be the class of all sets; for A,B e S, hom(A ,B) is the set of 
all functions f :  A �  B. Then S is easily seen to be a category. By ( 1 3) of Introduc
tion, Section 3, a morphism f of S is an equivalence if and only if f is a bijection. 

EXAMPLE. Let g be the category whose objects are all groups ; hom( A ,B) is 
the set of all group homomorphisms f : A � B. By Theorem 2.3, a morphism f is an 
equivalence if and only iff is an isomorphism. The category a of all abelian groups 
is defined similarly. 

EXAMPLE. A (multiplicative) group G can be considered as a category with 
one object, G. Let hom( G, G) be the set of elements of G;  composition of morphisms 
a,b is simply the composition ab given by the binary operation in G. Every morphism 
is an equivalence (since every element of G has an inverse). 1 a is the identity element 
e of G. 

EXAMPLE. Let the objects be all partially ordered sets (S, < ) . A morphism 
(S, <)  � (T, <) is a function f : S � T such that for x,y e S, x < y ==> f(x) < f(y). 

EXAMPLE. Let e be any category and define the category 5) whose objects 
are all morphisms of e. If f : A � B and g : C � D are morphisms of e, then 
hom(/,g) consists of all pairs (a,/3), where a : A  ---+ C, {3 : B ---+ D are rnorphisms 
of e such that the following diagram is commutative : 

f 
A -----� B 

a � � 13 
C g 

� D  

Defin ition 7.2. Let e be a category and l Ai I i E I I a family of objects of e. A 
product for the family { Ai I i e I }  is an object P ofe together with a family of mor
phisms { 11'"i : P � Ai I i € I }  such that for any object B and family of morphisms 
{ 'Pi : B � Ai I i e I } , there is a unique morphism cp : B � P such that 11'"i o cp = (/)i for 
all i € I. 

A product P of { Ai I i E /} is usually denoted II Ai. It is sometimes helpful to de-
id 

scribe a product in terms of commutative diagrams, especially in the case I = { 1 ,2 } . 

A product for f A1,A2 f is a diagram (of objects and morphisms) At � P � A2 such 
that : for any other diagram of the form At f-!- B � A2, there is a unique morphism 
'P : B � P such that the following diagram is commutative: 
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A family of objects in a category need not have a product. In several familiar 
categories, however, products always exist. For example, in the category of sets the 
Cartesian product II Ai is a product of the family { Ai I i E I J  by Introduction, 

i!l 
Theorem 5.2. In the next section we shall show that products exist in the category of 
groups. 

Theorem 7.3. /f (P, { 1ri } )  and (Q, { �d ) are both products of the family { Ai I i E I }  of 
objects of a category e, then P and Q are equivalent. 

·, 

PROOF. Since P and Q are both products, there exist morphisms f : P ---+ Q and 
g : Q ---+ P such that the following diagrams are commutative for each i € /: 

p f .- Q  

�! �; 

Q g ,..p 

�· �/-
A; A ;  

Composing these gives for each i € I a commutative diagram: 

Thus g o f  : P ---+ P is a morphism such that 1ri o (g o f) = 11'"i for all i € /. But by the 
definition of product there is a unique morphism with this property. Since the map 
l p : P ---+ P is also such that 11'"i o l p  = 11'"i for all i € /, we must have g o  f = l p  by 
uniqueness. Similarly, using the fact that Q is a product, one shows that fo g = IQ. 
Hence f :  P ---+ Q is an equivalence. • 

Since abstract categories involve only objects and morphisms (no elements), 
every statement about them has a dual statement, obtained by reversing all the 

• 

arrows (morphisms) in the original statement. For example, the dual of Definition 
7.2 is 

Defin ition 7 .4. A coproduct (or sum) for the family { Ai I i € I }  of objects in a cate
gory e is an object s of e, together with a family of morphisms [ Li : Ai ---+ s I i € I }  
such that for any object B and family of morphisms { �i : Ai ---+ B I i e I } ,  there is a 
unique morphism l/; : S ---+ B such that � o Li = Vti for all i E I. 
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There is no uniform notation for coproducts, although II Ai is sometimes used. 
ie.I 

In the next two sections we shall discuss coproducts in the category g of groups 
and the category fi of abelian groups. The following theorem may be proved by 
using the "dual argument" to the one used to prove Theorem 7.3 (do it !). 

Theorem 7.5. Jf(S, { td ) and(S', ( 'Ad ) are both coproductsfor the fami/y t Ai I i c l }  of 
objects of a category e, then S and S' are equivalent. 

In several of the categories mentioned above (for example, groups), every object 
in the category is in fact a set (usually with some additional structure) and every 
morphism f :  A �  B in the category is a function on the uunderlying sets" (usually 
with some other properties as well). We formalize this idea in 

Defin ition 7.6. A concrete category is a category e together with a function u that 
assigns to each object A of e a set u(A) (called the underlying set of A) in such a way 
that: 

(i) every morphism A � B of e is a function on the underlying sets u(A) � u(B); 
(ii) the identity morphism of each object A of e is the identity function on the 

underlying set u(A); 
(iii) composition of morphisms in e agrees with composition of functions on the 

underlying sets. 

EXAMPLES. The.category of groups, equipped with the function that assigns to 
each group its underlying set in the usual sense, is a concrete category. Similarly the 
categories of abelian groups and partially ordered sets, with the obvious underlying 
sets, are concrete categories. However, in the third example after Definition 7 . I ,  if 
the function u assigns to the group G the usual underlying set G, then the categor y in 
question is not a concrete category (since the morphisms are not functions on the 
set G). 

Concrete categories are frequently useful since one has available not only the 
properties of a category, but also certain properties of sets, subsets, etc. Since in 
virtually every concrete category we are interested in, the function u assigns to an 
object its underlying set in the usual sense (as in the examples above), we shall denote 
both the object and its underlying set by the same symbol and omit any explicit refer
ence to u.  There is little chance of confusion since we shall be careful in a concrete 
category e to distinguish n70rphisms of e (which are by definition also functions 
on the underlying sets) and n1aps (functions on the underlying sets, which may not be 
morphisms of e). 

Defin ition 7.7. Let F be an object in a concrete category e, X a nonempty set, and 
i : X � F a map (of sets). F is free on the set X provided that for any object A of e 
and map (of sets) f :  X �  A, there exists a unique n1orphism of e, I' :F  �A ,such that 
fi = f (as a map of sets X ----+ A). 
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The essential fact about a free object F is that in order to define a morphism with 
domain F, it suffices to specify the image of the subset i(X) as is seen in the following 
examples. 

EXAMPLES. Let G be any group and g e: G. Then the n1ap 1 : Z � G defined 
by /(n) = gn is easily seen to be the unique homomorphism Z � G such that 1 1--+ g. 
Consequently, if X = { 1 } and i : X � Z is the inclusion map, then Z is free on X in 
the category of groups ; (given f : .¥ � G, let g = f(I )  and define 1 as above). In 
other words, to determine a unique homomorphism from Z to G we need only 
specify the image of I e: Z (that is, the image of i(X)). The (additive) group Q of ra
tional numbers does not have this property. It is not difficult to show that there is no 
nontrivial homomorphism Q � Sa. Thus for any set X, function i : X �  Q and func
tion f :  X �  S3 with [(x1) ¢ (I) for some x1 e X, there is no homomorphism 
1 : Q � Sa with 1i = f. 

Theorem 7.8. If e is a concrete category, F and F' are objecrs of e such that F is 
free on the set X and F' is free on the set X' and lXI = IX' I ,  then F is equivalent ro F'. 

Note that the hypotheses are satisfied when F and F' are both free on the same 
set X. 

PROOF OF 7.8. Since F, F' are free and lXI = jX' I ,  there is a bijection 
f :  X � x' and maps i : X � F andj : X' �  F'. Consider the mapj f :  X� F'. Since 
F is free, there is a morphism q; : F � F' such that the diagram: 

q; 
F ..,F' 
t; + j 

X � x' 
f 

is commutative. Similarly, since the bijection f has an inverse f-1 : X' �  X and F' is 
free, there is a morphism 1/; : F' � F such that : 

1/; 
F' ... p 
tj + i  

X' ... x 

,-1 

is commutative. Combining these gives a commutative diagram: 

'f/; o q; 
F F 
f; f; 
X X 

[-1[ =  Ix 
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Hence (1/; o 'P)i = ilx = i. But 1p-i = i. Thus by the uniqueness property of free ob
jects we must have 1/; o 'P = lp. A similar argument shows that 'P o  1/; = lF'· There
fore F is equivalent to F'. • 

Products, coproducts, and free objects are all defined via universal mapping proper
ties (that is, in terms of the existence of certain uniquely determined morphisms). We 
have also seen that any two products (or coproducts) for a given family of objects are 
actually equivalent (Theorems 7.3 and 7.5). Likewise two free objects on the same set 
are equivalent (Theorem 7.8). Furthermore there is a distinct similarity between the 
proofs of Theorems 7.3 and 7 .8. Consequently it is not surprising that all of the no
tions just mentioned are in fact special cases of a single concept. 

Defin ition 7 .9. An objecr I in a category e is said to be universal (or initial) if for 
each object C of e there exists one and only one morphism I ---+_C. An object T of e 
is said to be couniversal (or terminal) if for each object C of e rhere exists one and 
only one morphism C � T. 

We shall show below that products, coproducts, and free objects may be con
sidered as (co)universal objects in suitably chosen categories. However, this char
acterization is not needed in the sequel. Since universal objects will not be mentioned 
again (except in  occasional exercises) until Sections III.4, III.5, and IV.5, the reader 
may wish to omit the following material for the present. 

Theorem 7.10. Any two universal [resp. couniversal] objects in a category e are 
equivalent. 

PROOF. Let I and J be universal objects in e. Since I is universal, there is a 
unique morphism/ : 1---+ J. Similarly, sinceJ is universal, there is a unique morphism 
g : J ---+ I. The composition g o f : I ---+ I is a morphism of e. But t 1 : I � I is also a 
morphism of'e. The universality of I implies that there is a unique morphism I ---+ I, 
whence g o  f = 1 1. Similarly the universality of J implies that fo g =  l J. Therefore 
f : I ---+ J is an equivalence. The proof for co universal objects is analogous. • 

EXAMPLE. The trivial group (e) is both universal and couniversal in the cate
gory of groups. 

EXAMPLE. Let F be a free object on the set X (with i : X ---+ F) in  a concrete 
category e. Define a new category 5:> as follows. The objects of 5:> are all maps of sets 
f : X �  A ,  where A is (the underlying set of) an object of e. A morphism in 5:> from 
f : X ---+ A to g : X ---+ B is defined to be a morphism h : A ---+ B of e such that the 
diagram: 
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is commutative (that is, hf = g). Verify that IA : A ----+ A is the identity morphism 
from fto f in � and that h is an equivalence in � if and only if h is an equivalence 
in e. Since F is free on the set X, there is for each map f : X --+  A a unique mor
phism J : F ----+ A such that fi = f. This is precisely the statement that i : X -+ F 
is a universal object in the category �. 

EXAMPLE. Let { Ai I i e Il be a family of objects in a category e. Define a 
category 8 whose objects are all pairs (B, { Ji I i e I}), where B is an object of e and 
for each i, fi : B ----+ Ai is a morphism of e. A morphism in 8 from (B, { fi I i e I} ) to 
(D, { Ki l i e I} ) is defined to be a morphism h : B ----+ D of e such that gi o h = fi for 
every i e I. Verify that I n  is the identity morphism from (B, { /i } )  to (B, {/i } )  in 8 and 
that h is an equivalence in 8 if and only if h is an equivalence in e. If a product 
exists in e for the family { Ai I i e I} (with maps 7rk : II Ai ----+ Ak for each k e 1), then 
for every (B, { fi } )  in 8 there exists a unique morphism f : B ----+ II Ai such that 1ri o f 
= fi for every i e I. But this says that <II Ai, { 1ri I i e I } )  is a couniversal object in the 
category 8. Similarly the coproduct of a family of objec'ts in e may be considered 
as a universal object in an appropriately constructed category. 

Since a product II Ai of a family { Ai I i e I }  in a category may be considered as a 
co universal object in a suitable category, it follows immediately from Theorem 7 . I  0 
that II Ai is uniquely determined up to equivalence. Analogous results hold for co
products and free objects. 

E X E R C I S E S 
I .  A pointed set is a pair (S,x) with S a  set and x e S. A morphism of pointed sets 

(S,x) ----+ (S' ,x') is a triple (f,x,x'), where/ :  S -+  S' is a function sue� that f(x) = x'. 
Show that pointed sets form a category. 

2. If f : A --+  B is an equivalence in a category e and g :  B ----+ A is the morphism 
such that g o  f = 1A ,  fo g = In, show that g is unique. 

3 .  In the category g of groups, show that the group G1 X G2 together with the 
homomorphisms 1r1 : G1 X G2 ----+ Gt and 1r2 : G. X G2 --+ G2 (as in the Example 
preceding Definition 2.2) is a product for { G1 ,G2 } . 

4. In the category a of abelian groups, show that the group· A1 X A2, together with 
the homomorphisms Lt : A1 ----+ At X A2 and t2 : A2 -+ At X A2 (&s in the Example 
preceding Definition 2.2) is a coproduct for { A�,A2 } .  

5 .  Every family { Ai l i e I} in the category of sets has a coproduct. [Hint: consider 
U Ai = { (a,i) e ( U Ai) X I I  a e Ai } with Ai ----+ U Ai given by a �  (a,i). CJ Ai is 
called the disjoint �nion of the sets Ai.] 

6. (a) Show that in the category S* of pointed sets (see Exercise I )  products always 
exist ; describe them. 
(b) Show that in S* every family of objects has a coproduct (often called a 
"wedge product") ; describe this coproduct. 

7. Let F be a free object on a set X (i : X � F) in a concrete category e. If e con
tains an object whose underlying set has at least two elements in it, then i is an in
jective map of sets. 
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8. Suppose X is a set and F is a free object on X (with i : X -+  F) in the category of 
groups (the existence of F is proved in Section 9). Prove that i(X) is a set of 
generators for the group F. [Hint: If G is the subgroup ofF generated by i(X), then 
there is a homomorphism <P : F -+  G such that <Pi = i. Show that F � G � F is 
the identity map.] 

8. DI RECT PRODUCTS AND D I RECT SUMS 

In this section we study products in the category of groups and coproducts in the 
category of abelian groups. These products and coproducts are important not only 
as a means of constructing new groups from old, but also for describing the structure 
of certain groups in terms of particular subgroups (whose structure, for instance, 
may already be known). 

We begin by extending the definition of the direct product G X H of groups G 
and H (see page 26) to an arbitrary (possibly infinite) family of groups { Gi I i e /} . 
Define a binary operation on the Cartesian product (of sets) II Gi as follows. If 

1:aJ 
f,g e II Gi (that is, f,g : I -+ U Gi and f(i),g(i) e Gi for each i), then fg : I -+  U Gi is 

ill iel iel 
the function given by i -+  f(i)g(i). Since each Gi is a group, f(i)g(i) e Gi for every i, 
whence fg e II Gi by Introduction, Definition 5. 1 .  If we identify f e II Gi with its 

ial iel 
image { ai } (ai = f(i) for each i e I) as is usually done in the case when I is finite, then 
the binary operation in II Gi is the familiar component-wise multiplication: { ai } { hi }  

ial 
= { aibi } .  II Gi, tc;>gether with this binary operation, is called the direct product 

iel 
(or complete direct sum) of the family of groups { Gi I i e /} . If I = { I  ,2, . . . , n l ,  
II Gi is usually denoted Gt X G2 X · · · X Gn (or in additive notation, G. EB G2 
iel 
EB · · · EB Gn). 

Theorem 8.1. If { Gi I i e I l is a family of groups, then 

(i) the direct product II Gi is a group; 
iel 

(ii) for each k e I, the map Irk : II Gi -+ Gk given by f �  f(k) (or { ai } � ak] is an 
1:aJ 

epimorphism of groups. 

PROOF. Exercise. • 

The maps trk in Theorem 8 . 1  are called the canonical projections of the direct 
product. 

Theorem 8.2. Let { Gi I i e I }  be a family of groups and { <Pi : H -+ Gi I i e I }  a family 
of group homomorphisms. Then there is a unique homomorphism 'P :  H -+  II Gi such 

ial 
that 1ri<P = 'Pi for all i e I and this properry derern1ines II Gi uniquely up ro isomor

i .. r 
phism. In other words, II Gi is a product in the category of groups. 

ial 
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PROOF. By Introduction, Theorem 5.2, the map of sets cp : H � II Gi given by 
iel 

<P(a) = { �i(a) l it.I E II Gi is the unique function such that Tri'P = <Pi for all i E I. It is 
ial 

easy to verify that cp is a homomorphism. Hence II Gi is a product (in the categorical 
ie.I 

sense) and therefore determined up to isomorphism (equivalence) by Theorem 7 .3. • 

Since the direct product of abelian groups is clearly abelian, it follows that the 
direct product of abelian groups is a product in the category of abelian groups also. 

Defin ition 8.3. The (external) weak direct product of a family of groups { Gi I i E I J ,  
denoted IIW Gh is the ser of all f E II Gi such that f(i) = ei, the identity in Gi, for all 

ie.I ie.I 
hut a finite number ofi E I. If all the groups Gi are (additive) abelian, IIW Gi is usually 

iel 
called the (external) direct sum and is denoted L Gi. :. 

i�l 

If I is finite, the weak direct product coincides with the direct product. In any 
case, we have 

Theorem 8.4. If { Gi I i E I }  is a family of groups, then 

(i) II w Gi is a norn1al subgroup of II Gi; 
ie.I iel 

(ii) for each k E I, the map Lk : Gk -----+ IIw Gi given by Lk(a) = { ai } ici, where ai = e 
iel 

for i '# k and ak = a, is a monomorphism of groups; 
(iii) .fi.Jr each i E I, Li(Gi) is a normal subgroup of II Gi. 

isl 

PROOF. Exercise. • 

The maps Lk in Theorem 8.4 are called the canonical injections. 

Theorem 8.5. Ler { Ai I i s  I l  be afl{mily of abelian groups (written additively). lf B is 
an abelian group and { 1/;i : Ai -----+ B I i E I }  a fantily of homomorphisms, then rhere is a 
unique homomorphism 1/; : L Ai -----+ B such that 1/;Li = 1/;i for all i a I and this property 

iel 

determines L Ai uniquely up to isonuJrphism. In other words, L Ai is a coproduct in 
�I � �  

the catef(ory of abelian groups. 

REMARK. The theorem is false if the word abelian is omitted. The external 
weak direct product is not a coproduct in the category of all groups (Exercise 4). 

PROOF OF 8.5. Throughout this proof all groups will be written additively. If 
0 r! { ai ) E LAi, then only finitely many of the ai are nonzero, say ai1,a.i2, • • •  , air· 
Define 1/; : L Ai � B by 1/; {  0}  = 0 and �( { ai } )  = �i1(Gi1) + �ilai2) + - -

· + l/liJair) 
= L 1/li(ai), where lo is the set { it.J2, . . .  , ir ) = { i E I I  a1 r! 0 J .  Since B is abelian, 

ieio 
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it is readily verified that 1/; is a homomorphism and that 1/;Li = 1/li for all i e I. For 
each { ai } e LAi, { ai } = L Li(ai), lo finite as above. If l; : L Ai � B is a homomor

iElo 

ph ism such that l;t.i = l/li for all i then l;( { �} )  = t(L Li(a)) = L l;Li(ai) = L 1/li(ai) 
Io Io lo 

= L 1/;Li(ai) = f(L Li(ai)) = 1/;({ ai } ) ;  hence � = f and 1/; is unique. Therefore L Ai 
/o lo 

is a coproduct in the category of abelian groups and hence is determined up to iso-
morphism (equivalence) by Theorem 7.5. • 

Next we investigate conditions under which a group G is isomorphic to the weak 
direct product of a family of its subgroups. 

Theorem 8.6. Let { Ni I i e I }  he a family of normal subgroups of a group G such that 

(i) G = (U Ni) ; 
iel 

(ii) for each k e I, Nk n ( U Ni) = (e) . 
i yE:k 

Then G 1'../ II w Ni. 
iel 

Before proving the theorem we note a special case that is frequently used: Ob
serve that for normal subgroups N1,N2, . . .  , NT of a group G, (Nt U N2 U · · · U Nr) 
= NtN2 - · · NT = { n1n2 · - - nT I ni e Ni } by an easily proved generalization of Theorem 
5.3. In additive notation N1N2 · · · NT is written N1 + N2 + · · · + Nr. It may be help
ful for the reader to keep the following corollary in mind since the proof of the 
general case is essentially the same. 

Corollary 8.7. If N�,N2, • • •  , Nr are normal subgroups of a group G such that 
G = N1N2 · · · Nr and for each 1 < k < r, Nk n (Nt · · · Nk-tNk+t · · · Nr) = (e) , then 
G 1'../ N1 X N2 X · · · X Nr. • 

PROOF OF THEOREM 8.6. If { ai }  e II w Ni .. then ai = e for all but a finite 
number of i e: I. Let /0 be the finite set { i e I I ai ¢ e } . Then II ai is a well-defined ele

i£Io 

ment of G, si nce for a e N1· and b e  Nj, (i � j), ab = ba by Theorem 5.3(iv). Conse-
quently the map 'P : IIwNi � G, given by { ai } � II  ai e G (and { e }  � e), is a homo

ie.Jo 

morphism such that 'PLi(ai) = ai for ai e: Ni. 
Since G is generated by the subgroups Ni, every element a of G is a finite product 

of elen1ents from various Ni. Since elements of N.,. and N1 commute (for i ¢ j), a can 
be written as a product II a"" where ai e: Ni and /o is some finite subset of I. Hence 

ie.lo II Li(ai) e IIW N.,. and <P(II Li(ai)) = II lft.i(ai) = II ai = a. Therefore., cp is an epi-
ido ielo iElo iElo 

morphism. 
Suppose 'P( { ai } )  = II at = e e G. Clearly we may assume for convenience of no

ielo 

tat ion that lo = { 1 ,2 , _ . . , n } . Then II ai = a1a-z. · · · an = e, with ai e N1· · Hence 
ie.I o 

al-l = a?. · . .  Gn E: Nl n ( u Ni) = (e) and therefore al = e. Repetition of this argu
i � l  

ment shows that ai = e for all i e /. Hence 'P is a monomorphism. • 
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Theorem 8.6 motivates 

Defin ition 8.8. Let { Ni I i E I }  be a family of normal subgroups of a group G such that 
G = (U Ni) and for each k E I, Nk n ( u Ni) = (e) . Then G is said to be the internal 

�I i �k 
weak direct product of the family { Ni I i E I J  (or the internal direct sum ifG is (additive) 
abelian). 

As an easy corollary of Theorem 8.6 we have the following characterization of 
internal weak direct products. 

Theorem 8.9. Let { Ni I i e I )  be a family of normal subgroups of a group G. G is the 
internal weak direct product of the family { Ni I i E I }  if and only if every nonidentity 
element ofG is a unique product ai1ai:l " · · ain with i � , . . .  , in distinct elements ofl and 
e ¢ aik E Nik for each k = 1 ,2, . . . , n. 

PROOF. Exercise. • 

There is a distinction between internal and external weak direct products. If a 
group G is the internal weak direct product of groups N;, then by definition each N; 
is actually a subgroup of G and G is isomorphic to the external weak direct product 
II w N;. However, the external weak direct product II w N; does not actually contain 
iEI iEI 

the groups Ni, but only isomorphic copies of them (namely the ,_ ,(N;) - see Theorem 
8.4 and Exercise I 0). Practically speaking, this distinction is not very important and 
the adjectives "internal'" and "external"" will be omitted whenever no confusion is 
possible. In fact we shall use the following notation. 

NOTATION. We write G = IIwN; to indicate that the group G is the internal 
iEI 

weak direct product of the family of its subgroups { N; I i e /} . 

Theorem 8.10. Let { fi : Gi � Hi I i E I }  be a family of homomorphisms of groups 
and let f = II fi be the map II G i � II Hit given by l ai J � f fi(ai) } . Then f is a homo-

iel i£1 
morphism of groups such that f(IIw Gi) C IIw Hi, Ker f = II Ker fi and lm f 

i£1 i£1 i£1 
= II lm fi. Consequently f is a monomorphism [resp. epimorphism] if and only if each 

iEJ 
fi is. 

PROOF. Exercise. • 

Corol lary 8.11. Let { Gi I i E I }  and { Ni I i c: I }  be families of groups such that Ni is a 
normal subgroup ofGi for each i E I. 

(i) II Ni is a normal subgroup of II Gi and II Gi/ II Ni '""' II Gi/Ni. 
iel i£1 i£1 i£1 i£1 

(ii) IIW Ni is a normal subgroup of IIW Gi and rrw Gi/ IIW Ni ,_, IIW Gi/Ni. 
iel i£1 iel i£1 i£1 
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PROOF. (i) For each i, let 1r" : G" ---+ Gil N" be the canonical epimorphism. By 
Theorem 8 . 10, the map II 1ri : II Gi � II  Gil N" is an epimorphism with kernel 

i•l ial 
II Ni. Therefore II Gi/IINi rv II Gi/ N. by the First Isomorphism Theorem. (ii) 
i&l 
is similar. • 

E X E R C I S E S  
1 .  Sa is nor the direct product of any family of its proper subgroups. The same is 

true of Zp� (p prime, n > 1)  and Z. 

2. Give an example of groups Hi, K1 such that Ht X H2 ,._, Kt X K2 and no H;, is 
isomorphic to any Ki. 

3. Let G be an (additive) abelian group with subgroups H and K. Show that 

""'-' ffi 1rl 1r' 
G = H Q7 K if and only if there are homomorphisms H � G � K such that 

Ll n 

7rah = In, 1r2c.2 = IK, 7rth = 0 and 1r2tt = 0, where 0 is the map sending every 
element onto the zero (identity) element, and LI7rt(x) + h7r2{x) = x for al l  x e G. 

4. Give an example to show that the weak direct product is not a coproduct in the 
category of all groups. (Hint: it suffices to consider the case of two factors 
G X H.) 

5 .  Let G, H be finite cyclic groups. Then G X H is cyclic if and only if( I G I , IHJ) = 1 .  

6. Every finitely generated abelian group G ¢ (e) in which every element (except e) 
has order p (p prime) is isomorphic to ZP ffiZP ffi· · · ffi ZP (n summands) for 
some n > 1 .  [Hint: Let A = { at, . . .  , an } be a set of generators such that no 
proper subset of A generates G. Show that (ai) ,....,_, ZP and G = (at) X (a2) X · · ·  
X (an).] 

7. Let H,K,N be nontrivial normal subgroups of a group G and suppose 
G = H X K. Prove that N is in the center of G or N intersects one of H,K non
trivially. Give examples to show that both possibilities can actually occur when 
G is nonabelian. 

8. Corollary 8. 7 is false if one of the N1 is not normal .  

9. If a group G is the (internal) direct product of its subgroups H,K, then H rv G/ K 
and GjH r-...� K. 

10. If { Gi I i e /I is a family of groups, then IlwGi is the internal weak direct product 
its subgroups { Li( Gi) I i e IJ . 

1 1 .  Let { N1 I i e / I  be a family of subgroups of a group G. Then G is the internal 
weak direct product of { Ni I i e / }  if and only if: (i) aiai = aiai for all i ¢ j and 
ai e Ni, a1 € Ni; (ii) every nonidentity element of G is uniquely a product ai1 • 

• • ai"' 
where i. , . . . , in are distinct elements of I and e � aik € Nik for each k. [Compare 
Theorem 8.9.] 

12 .  A normal subgroup H of a group G is said to be a direct factor (direct summand if 
G is additive abelian) if there exists a (normal) subgroup K of G such that 
G = H X K. 
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(a) If H is a direct factor of K and K is a direct factor of G, then H is normal 
in G. [Compare Exercise 5. IO.] 

(b) If H is a direct factor of G, then every homomorphism H -+  G may be ex
tended to an endomorphism G -+  G. However, a monomorphism H -+  G need 
not be extendible to an automorphism G -+ G. 

I3 .  Let { Gi I i e: 1} be a fami ly of groups and J C I. The map a :  II Gi -+ II Gi 
jeJ iel 

given by { ai } � { bi } ,  where bi = ai for j e J and b1 = ei (identity of Gi) for i f J, 
is a monomorphism of groups and II Gi/a(II Gi) r-v II Gi. 

iRJ jRJ ieJ -J 

1 4. For i = 1 ,2 let Hi <1 Gi and give examples to show that each of the following 
statements may be false : (a) G1 r-....� G2 and H1 r-v H2 => G./ H. r-v G2/ H1. 
(b) Gt r-v G2 and Gt/ H1 r-....� G2/ H2 => Ht r-v H2. (c) Ht r-v H2 and Gt/ Ht 1"..1 G2/ H2 
� G1 1"..1 G2. 

; 

9. FRE E GROU PS, FREE PRODUCTS, AND GEN ERATORS AN D 
RELATIONS 

We shall show that free objects (free groups) exist in the (concrete) category of 
groups, and we shall use these to develop a method of describing groups in terms of 
"generators and relations." In addition, we indicate how to construct co products 
(free products) in the category of groups. 

Given a set X we shal l  construct a group F that is free on the set X in the sense of 
Definition 7. 7. If X = 0, F is the trivial group (e). If X -:;e 0, letX-1 be a set disjoint 
from X such that lXI = IX- 1 1. Choose a bijection X �  x- 1 and denote the image of 
x e X by x- • . Finally choose a set that is disjoint from X U x-1 and has exactly one 
element; denote this element by 1 .  A word on X is a sequence (aba2, . . .  ) with ai e 
X U x- 1 U { 1} such that for some n e N*, ak = 1 for all k > n. The constant 
sequence ( 1 , 1 ,  . . .  ) is called the empty word and is denoted 1 .  (This ambiguous 
notation will cause no confusion.) A word (a1 ,a2, • • •  ) on X is said to be reduced 
provided that 

(i) for all x e X, x and x-1 are not adjacent (that is, ai = x ==> a1+t ¢ x-• and 
a; = x-1 ==> ai+l ¢ x for all i � N*, x e X) and 

(ii) ak = I implies a; = I for aU i > A .  
In particular, the empty word I is reduced. 

Every nonempty reduced word is of the form (x.>.•,xl'2, • • •  , Xn>.n,1 , 1 , . . •  ), where 
n e N*, Xi eX and 'Xi = ± 1  (and by convention x1 denotes x for all x e:X). Hereafter 
we shall denote this word by x/1X/2 • • • xn;."· This new notation is both more tractable' 
and more suggestive. Observe that the definition of equality of sequences shows that 
two reduced words x1 >.1 . · · Xm>.m and y/it . · · Yn6n (xi,Yi e X; Xi,oi = ± 1 )  are equal if and 
only if both are 1 or m = n and Xi = Yi, Xi = Oi for each i = 1 ,2, . ·� .. . , n. Consequently 
the map from X into the set F(X) of all reduced words on X given by x � x1 = x is in
jective. We shall identify X with its image and consider X to be a subset of F(X). 

Next we define a binary operation on the set F = F(X) of al l  reduced words onX. 
The empty word I is to act as an identity element (wl = 1 w = w for all w e  F). In
formally, we would like to have the product of nonempty reduced words to be given 
by juxtaposition, that is, 
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Unfortunately the word on the right side of the equation may not be reduced (for 
example, if xm"m = y1-01). Therefore, we define the product to be given by juxtaposi
tion and (if necessary) cancellation of adjacent terms of the form xx-1 or x-1x; for 
example (xt1X£-1xa1)(x3-1x21x41) = Xt1X41- More precisely, if x1"1 · · ·xm"m and Yt61 • • • Yn°n 
are nonempty reduced words on X with m < n, let k be the largest integer 
(0 < k < m) such that x":!=:} = y-6}�� for j = 0,1 ,  . . . , k - 1 .  Then define 

Xt).l • • • X ).m-ky l) k+l • • •  y 6n if k < m. m-k k+l n ' 
Y 6m+1 • • • y �n jf k = m < n . m+l n ' 
1 if k = m = n. 

If nz > n, the product is defined analogously. The definition insures that the product 
of reduced words is a reduced word. 

Theorem 9.1. IJX is a nonempty set and F = F(X) is the set ofall reduced words on 
X,  then F is a group under the binary operation defined above and F = (X). 

The group F = F(X) is called the free group on the set X. (The terminology ufree" 
is explained by Theorem 9.2 below.) 

SKETCH OF PROOF OF 9.1. Since 1 is an identity element and Xt�>• . • · xfl �>n 
has inverse Xn -�" • • • x1-�•, we need only verify associativity. This may be done by in
duction and a tedious examination of cases or by the following more elegant device. 
For each x e X  and o = ± 1  let lx6 1  be the map F � F given by 1 1---t x�> and 

\" �>1 • • •  X l>n � ' 1 , { x�>xt61 • • • xfl�>IJ if x� =I= x1-� • • 

. 1 • 11 X2l)'l.. • 
• Xnl>n if X� = x.-�1 ( = 1 if n = 1 ). 

Since lxl !x-1 1 = l p  = lx-1 j jx j ,  every lx6 1 is a permutation (bijection) of F (with in
verse lx-ol> by (1 3) of Introduction, Section 3. Let A( F) be the group of all permuta
tions of F (see page 26) and Fo the subgroup generated by { !xl I x e X} .  The map 
q; : F � Fo given by 1 � }p and Xt�>• . • • X.n �> n � lxt61 l · · · lxn on I is clearly a surjection 
such that 'P(wtw2) = q;(w.)q;(w2) for all wi e F. Since 1 � x1�>� . · · xn�>n under the map 

lxt�>1 1 · · · !xn �>11 j , it follows that q; is injective. The fact that Fo is a group implies that 
associativity holds in F and that <P is an isomorphism of groups. Obviously 
F = (X). • 

Certain properties of free groups are easily derived. For instance if I XI > 2, 
then the free group on X is nonabelian (x ,y e X  and x ¢ y ::=:) x-ty-1xy is reduced 

0 

::::::::> x-Iy-1xy � 1 ::=:) xy � yx). Similarly every element (except 1)  in  a free group has 
infinite order (Exercise 1 ). If X = { a  l , then the free group on X is the infinite cyclic 
group (a) (Exercise 2). A decidedly nontrivial fact is that every subgroup of a free 
group is itself a free group on some set (see J. Rotman [ 19]). 

Theorem 9.2. Let F be the free group on a set X and , : X �  F the inclusion map. lfG 
is a group and f :  X �  G a map of sets, then there exists a unique homomorphisnz of 
groups f : F � G such that ft = f. In other words, F is a free object on the set X in the 
category of groups. 
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REMARK. If F' is another free object on the set X in the category of groups (with 
A. : X �  F'), then Theorems 7.8 and 9.2 imply that there is an ison1orphism q; : F ""  F' 
such that f/JL = X. In  particular A.(X) is a set of generators of F'; this fact may also be 
proved directly from the definition of a free object. 

SKETCH OF PROOF OF 9.2. Define /{1)  = e and if x16• - • • xn 6n is a nonen1pty 
reduced word on X, define /(x161 • • · Xn6n) = f(xt)6•f(x2)62 • • ·f(xn)6". Since G is a 
group and �i = ± 1 ,  the product j(x1)61 . • • f(xn)6n is a well-defined element of G. 
Verify that l is a homomorphism such that ft = f.  If g :  F � G is any homomor
phism SUCh that gL = /, then g(X161 • • · Xn6n) = g(Xt61) · • · g(xn6n) = g(x1)61 . • · g(Xn)6n 
= gt(Xt)61 • • • gt(Xn)6n = f(xt)61 • • • f(xn)6n = J(x161 • • • Xn 6n ). Therefore J is unique. • 

Corol lary 9.3. Every group G is the homomorphic image of a free group. 

PROOF. Let X be a set of generators of G and let F be the free group on the set 
X. By Theorem 9.2 the inclusion map X �  G induces a homomorphism l : F � G 
such that x � x € G. Since G = (X), the proof of Theorem 9.2 shows that J is an 
epimorphism. • 

An immediate consequence of Corollary 9.3 and the First Isomorphism Theorem 
is that any group G is isomorphic to a quotient group F/ N, where G = (X), F is the 
free group on X and N is the kernel of the epimorphism F � G of Corollary 9.3. 
Therefore, in order to describe G up to isomorphism we need only specify X, F, and 
N. But F is determined up to isomorphism by X (Theorem 7.8) and N is determined 
by any subset that generates it as a subgroup of F. Now if w = x161 · · · xn6n € F is a 
generator of N, then under the epimorphism F � G, w � x16 . .  • · xn6n = e € G. 
The equation Xt61 •  • · xn6n = e in G is ca11ed a relation on the generators xi. Clearly a 
given group G may be completely described by specifying a set X of generators of G 
and a suitable set R of relations on these generators. This description is not unique 
since there are many possible choices of both X and R for a given group G (see 
Exercises 6 and 9). 

Conversely, suppose we are given a set X and a set Y of (reduced) words on the 
elements of X. Question : does there exist a group G such tliat G is generated by X and 
all the relations w = e (w € Y) are valid (where w = x161 . · · x116n now denotes a product 
in G)? We shall see that the answer is yes, providing one allows for the possibility 
that in the group G the elements of X may not all be distinct. For instance, i f  a,b € X 
and a1b-1 is a (reduced) word in Y, then any group containing a,b and satisfying 
a1b-1 = e must have a = b. 

Given a set of "generators" X and a set Y of (reduced) words on the elements of X� 
we construct such a group as fol lows. Let F be the free group on X and N the norn1al 
subgroup of F generated by Y. 3 Let G be the quotient group FIN and identify X with 
its image in F/ N under the map X c F � Fj N; as noted above, this may involve 
identifying some elements of X with one another. Then G is a group generated by X 
(subject to identifications) and by construction all the relations w = e ( w € Y) are 
satisfied (w = Xt61 . .  · xn6n E y =} Xt61 • . · xn611 E N � Xt61N· . • Xt6nN = N; that is, 
Xt6t . .  · Xn6n = e in G = F/ N). 

3The normal subgroup generated by a set S c F is the intersection of all normal subgroups 
of F that contain S; see Exercise 5.2. 
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Defin ition 9.4. Let X be a set and Y a set of( reduced) words on X. A group G is said 
to be the group defined by the generators x e X and relations w = e (w e Y) provided 
G � F /N, where F is the free group on X and N the norn1al subgroup of F generated 
by Y. One says that (X I Y) is a presentation of G. 

The preceding discussion shows that the group defined by given generators and 
relations always exists. Furthermore it is the largest possible such group in the 
following sense. 

Theorem 9.5. (Van Dyck) Let X be a set, Y a set of(reduced) words on X and G the 
group defined by the generators x e X  and relations w = e (w e Y). IfH is any group 
such that H = (X) and H satisfies all the relations w = e (w e Y), then there is an 
epimorphism G � H. 

REMARK. The elements of Y are being interpreted as words on X, products in 
G, and products in H as the context indicates. 

PROOF OF 9.5. If F is the free group on X then the inclusion map X -+  H in
duces an epimorphism <P : F -+  H by Corollary 9.3. Since H satisfies the relations 
w = e (w e Y), Y c Ker <P- Consequently, the normal subgroup N generated by Y in 
F is contained in Ker <P- By Corollary 5 .8  ifJ induces an epimorphism FIN -+  HIO. 
Therefore the composition G � Fl N -+  H/0 � H is an epimorphism. • 

The following examples of groups defined by generators and relations illustrate 
the sort of ad hoc arguments that are often the only way of investigating a given pre
sentation. When convenient, we shall use exponential notation for words (for ex
ample, x2y-3 in place of x1x1y-ty-Iy-t). 

EXAMPLE. Let G be the group defined by generators a,b and relations a4 = e, 
a2b-2 = e and abab-1 = e. Since Q8, the quaternion group of order 8, is generated by 
elements a,b satisfying these relations (Exercise 4.14), there is an epimorphism 
<P : G � Qs by Theorem 9.5. Hence IG I  > IQs l  = 8. Let F be the free group on { a,b} 
and N the normal subgroup generated by { a4,a2b-2,abab-1 } . It is not difficult to show 
that every element of F IN is of the form aibi N with 0 < i < 3 and j = 0,1 ,  whence 
IG I = IF/NI < 8. Therefore IG I = 8 and <P is an isomorphism. Thus the group de
fined by the given generators and relations is (isomorphic to) Q8• 

EXAMPLE. The group defined by the generators a,b and the relations an = e 
(3 < n E N*), b2 = e and abab = e (or ba = a-1b) is the dihedral group Dn (Exercise 8). 

EXAMPLE. The group defined by one generator b and the single relation 
bm = e (m e N*) is Zm (Exercise 9). 

EXAMPLE. The free group F on a set X is the group defined by the generators 
x e X and no relations (recall that (0) = (e) by Definition 2 .7) . The terminology 
ufree" arises from ihe fact that F is relation-free. 
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We close this section with a brief discussion of coproducts (free products) in the 
category of groups. Most of the details are left to the reader since the process is quite 
similar to the construction of free groups. 

Given a family of groups { Gi I i E I} we may assume (by relabeling if necessary) 
that the Gi are mutually disjoint sets. Let X = U Gi and let { 1 } be a one-element set 

i£1 

disjoint from X. A word on X is any sequence (a1,a2, . . . ) such that ai c: X U { 1 }  and 
for some n E N*, ai = 1 for all i > n. A word (a1 ,a2, . . . ) is reduced provided : 

(i) no ai c: X  is the identity element in its group Gi; 
(ii) for all i,j > I ,  ai and ai+l are not in the same group G 1; 
(iii) ak = 1 implies ai = 1 for all i > k. 

In particular 1 = (1 , 1 ,  . . . ) is reduced. Every reduced word (� 1) may be written 
uniquely as a1a2 · · · an = (a1,a2, . . .  , an , l , I ,  . . . ), where ai c: X. 

Let II* Gi (or Gt * G2 * · · · * Gn if I is finite) be the set of all reduced words on X. 
i£1 

II* Gi forms a group, called the free product of the family { Gi I i c: I} , under the 
ie.I I 

binary operation defined as follows. 1 is the identity element and the product of two 
reduced words (� 1 )  essentially is to be given by juxtaposition. Since the juxtaposed 
product of two reduced words may not be reduced, one must make the necessary 
cancellations and contractions. For example, if  ai,bi E Gi for i = I ,2,3, then 
{ata2a3)(a3-1b2btbs) = a1c2btba = (at,c2,bi,ba, 1 , 1 ,  . . . ), where c2 = a2b2 E G2. Finally, 
for each k E / the map Lk : Gk � II*Gi given by e � I and a �  a =  (a, I , 1 , . . .  ) is a 

ie.l 

monomorphism of groups. Consequently, we sometimes identify Gk with its iso-
morphic image in II* Gi (for example Exercise I 5). 

iEl 

Theorem 9.6. Let { Gi I i E I }  be a family of groups and II*Gi their free product. If 
ie.I 

{ 1/;i : Gi ----7 H I i E I } is a family of group hon1omorphisn1s, then there exists a unique 
homomorphisn1 1/; : II*G i � H such that 1/!Li = 1/li for all i E I and this property deter

iE.I 

mines II*G i uniquely up to isomorphisn1. In other words, II*Gi is a coproduct in the 
iE.] iE.l 

category of groups. 

SKETCH OF PROOF. If a1a2 · · · €4,  is a reduced word in II*c;, with ak c: Gik, 
iE.] 

EX E R C I S E·s 
I .  Every nonidentity element in a free group F has infinite order. 

2. Show that the free group on the set { a  I is an infinite cyclic group, and hence 
ison1orphic to Z. 

3.  Let F be a free group and let N be the subgroup generated by the set { xn I x c: F, 
n a fixed integer } . Show that N <J F. 

4. Let F be the free group on the set X, and let Y c X. If H is the smallest normal 
subgroup of F containing Y, then Fj H is a free group. 
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5 .  The group defined by generators a,b and relations a8 = b2a4 = ab-1ab = e has 
order at most 1 6. 

6. The cyclic group of order 6 is the group defined by generators a,b and relations 
a2 = b3 = a-Ib-1ab = e. 

7. Show that the group defined by generators a,b and relations a2 = e, b3 = e is in
finite and nonabelian. 

8. The group defined by generators a,b and relations an = e (3 < n E N*), b2 = e 
and abab = e is the dihedral group Dn. [See Theorem 6.1 3.] 

9. The group defined by the generator b and the relation bm = e (m E N*) is the 
cyclic group Zm. 

10. The operation of free product is commutative and associative : for any groups 
A,B,C, A * B r-v B * A and A * (B * C) r-v (A * B) * C. 

1 1 .  If  N is the normal subgroup of A *  B generated by A,  then (A * B)/ N ,....._, B. 

1 2. If G and H each have more than one element, then G * H is an infinite group 
with center (e). 

13 .  A free group is a free product of infinite cyclic groups. 

14. If G is the group defined by generators a,b and relations a2 = e, b3 = e, then 
G ::::: Z2 * Za. [See Exercise 1 2  and compare Exercise 6.] 

1 5 . If f : G1 � G2 and g :  Ht � H2 are homomorphisms of groups, then there is a 
unique homomorphism h : Gt * H1 � G2 * H2 such that h I Gt = f and h I Ht = g. 



CHAPTER I I  

TH E STRUCTU RE 
OF G ROU PS 

We continue our study of groups according to the plan outlined in the introduction 
of Chapter I. The chief emphasis will be on obtaining structure theorems of some 
depth for certain classes of abelian groups and for various classes of (possibly non
abelian) groups that share some desirable properties with abelian groups. The 
chapter has three main divisions which are essentially independent of one another, 
except that results from one may be used as examples or motivation in the others. 
The interdependence of the sections is as follows. 

I 3 

� 
2 

Most of Section 8 is independent of the rest of the chapter. 

1. FREE ABELIAN GROUPS 

We shall investigate free objects in the category of abelian groups. As is the usual 
custom when dealing with abelian groups additive notation is used throughout this 
section. The folJowing dictionary may be helpful . 

ab . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  a + b 
-1 a . . . . . . . . . . . . . . . . . . . . . . . . . . . .  -a 

e. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 0 
an . . . . . . . . . . . . . . . . . . . - . . . - . . . .  na 
ab-1 . . . . . . . . . . . . . . . . . . .. . . . . . . . • a - b 
HK . . . . . . . . . . . . . . . . . . . . . . . . . . . .  H + K 
aH . . . . . . . . . . . . . . . . . . . . . . . . . . . . a + H 

70 



1. FREE AB ELIAN GROU PS 

G X H . . . . . . . . . . . . . . . . . . . . . . . . G Ef:1 H 
H V K . . . . . . . . . . . . . . . . . . . . . . . . .  H + K 
IIW Gi . . . . . . . . . . . . . . . . . . . . . . . . . _E G .. 
ial i•l 
weak direct product . . . . . . . . . . . . . .  direct sum 
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For any group G in additive notation, (m + n)a = ma + na (a e G; m,n e Z). If 
the group is abelian, then m(a + b) = ma + mb. If X is a nonempty subset of G, 
then by Theorem 1 .2.8 the subgroup (X) generated by X in additive notation consists 
of all linear combinations n1x1 + n2x2 + · · · + nkxk (n .. e Z, Xi e X). In particular, the 
cyclic group (x) is f nx I n e Z} .  

A basis of an abelian group F is a subset X of F such that (t} F = (X);  and (ii) for 
distinct xhx2, . . .  , xk e X and ni e Z, 

The reader should not be misled by the tempting analogy with bases of vector spaces 
(Exercise 2). 

Theorem 1.1. The following conditions on an abelian group F are equivalent. 

(i) F has a nonempty basis. 
(ii) F is the (internal) direct sum of a family of infinite cyclic �-ubgroups. 

(iii) F is (isomorphic to) a direct sum of copies ofrhe additive group Z of integers. 
(iv) There exists a nonempty set X and a function L : X � F with the following 

property: given an abelian group G and function f :  X �  G, there exists a unique homo
morphism of groups f :  F -+ G such that ft = f. In other words, F is a free object in the 
category of abelian groups. 

An abelian group F that satisfies the conditions of Theorem 1 . 1  is called a free 
abelian group (on the set X). By definition the trivial group 0 is the free abelian group 
on the null set 0. 

SKETCH OF PROOF OF 1.1. (i) ==> (ii) If  X is a basis of F, then for each 
x € X, nx = 0 if and only if n = 0. Hence each subgroup (x) (x e X) i� infinite cyclic 
(and normal since F is abelian). Since F = (X), we also have F = (U (x) ). If for 

x.X 
some z e X, (z) n (U (x)) � 0, then for some nonzero n € Z, nz = n1x1 + · · · + nkxk 

Xt.X 
x '#z 

with z,x1, . . .  , xk distinct elements of X, which contradicts the fact that X is a basis. 
Therefore (z) n (U (x)) = 0 and hence F = :E (x) by Definition 1.8.8. 

x�x x�)( 
� ¢- z  

(ii) ==> (iii) Theorems 1 .3 .2, 1 .8 .6, and 1.8. 10. 
(iii) ==> (i) Suppose F "'"',E Z and the copies of Z are indexed by a set X. For each 

X e X, let ()X be the element t ui }  of:E Z, where Ui = 0 for i � X, and Ux = 1 .  Verify 
that { Ox I x e X} is a basis of :E Z and use the isomorphism F "'"'  :E Z to obtain a 
basis of F. 

(i) ==> (iv) Let X be a basis of F and t : X---+ F the inclusion map. Suppose we are 
given a map f: X ---} G. If u e F, then u = n1x1 + · · · + nkXk (n.: e Z; Xi e X) since X 

k 

generates F. If u = m1x1 + · · · + mkxk, (mk e Z), then .L: (ni - mi)xi = 0, whence 
i - 1  
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ni = mi for every i since X is a basis. Consequently the map J : F � G, given by 

J(u) = 1(t1 n;x;) = n, f(x,) + · · · + nk f(xk), is a well-defined functiOn such that 

J, = f Since G is abelian 1 is easily seen to be a homomorphism. Since X generates 
F, any homomorphism F � G is completely detemined by its action on X. Thus 
if g :  F � G is a homomorphism such that g, = f, then for any x e X g(x) = g(t(x)) 
= f(x) = f(x), whence g = J and J is unique. Therefore, by Definition I.7.7 F is 
a free object on the set X in the category of abelian groups. 

(iv) ==> (iii). Given " : X �  F, construct the direct sum L Z with the copies of Z 
indexed by X. Let Y = { 8x / x c: XJ be a basis of L Z as in the proof of (iii) ==? (i). 
The proof of (iii) ==> (i) ==> (iv) shows that L Z is a free object on the set Y. Since we 
clearly have lXI = I Y/, p ro....� L Z by Theorem 1 .7.8. • 

Given any set X, the proof of Theorem 1 . 1  indicates how to construct a free 
abelian group F with basis X. Simply let F be the direct su,mLz, with the copies of Z 
indexed by X. As in the proof of (iii) ==> (i), { 8x I x e XI  is a basis ofF = Lz, and F is 
free on the set { 8x I x E XJ . Since the map t : X �  F given by x � 8x is injective it 
follows easily that F is free on X in the sense of condition (iv) of Theorem 1 . 1 .  In this 
situation we shall identify X with its image under " so that X C F and the cyclic sub
group (8x) = { n8x I n E Z}  = ZBx is written (x) = Zx. In this notation F = L (8x) is 

XEX 
written F = L Zx, and a typical element of F has the form ntXt + · · · + nkxk 

xeX 
(nt c: Z., xi e X). In particular, X = t(X) is a basis of F. 

Theorem 1.2. Any two bases of a free abelian group F have the same cardinality. 

The cardinal number of any basis X of the free abelian group F is thus an invari
ant of F; IX/ is called the rank of F. 

SKETCH OF PROOF OF 1.2. First suppose F has a basis X of finite cardinal
ity n so that F � Z EB · · · EB Z (n summands). For any subgroup G of F verify that 
2G = { 2u I u e G }  is a subgroup of G. Verify that the restriction of the isomorphism 
F roo...� Z EB · · · EB Z to 2F is an isomorphism 2F roo...� 2Z EB · · · EB 2Z, whence 
F /2F /"'.../ Z/2Z EB . . .  EB Z/2Z /"'.../ z2 EB . . .  EB z:2 (n summands) by Corollary 1 .8 . 1 1 . 
Therefore /F/2F/ = 211 • If Y is another basis of F and r any integer such that / Y/ > r. 
then a similar argument shows that JF/2F/ > 2r, whence 2r < 2n and r < n. It follows 
that / Y/ = m < n and /F/2F/ = 2m. Therefore 2m = 211 and /X/ = n = m = /Y/ .  

If one basis of F is infinite, then all bases are infinite by the previous paragraph. 
Consequently, in order to complete the proof it suffices to show that /XI = /F/, if X 
is any infinite basis of F. Clearly /X/ < /F/ .  Let S = U Xn, whereXn = X  X · · ·  X X 

neN* 
(n factors). For each s = (xh . . .  , Xn) E S let Gs be the subgroup (x�, . . .  , Xn) . Then 
Gs roo...� Zy1 ffi · · · EB Zy, where Yt, . . .  , Yt (t < n) are the distinct elements of 
{ x. , . . .  , .x n J . Therefore, I Gs/ = jZtj = /Z/ = � o by Introduction, Theorem 8. 12 .  
Since F = U Gs, we have /FI = IU Gsl < /SINo by Introduction, Exercise 8 . 12 .  

seS S£8 

But by Introduction, Theorems 8 . 1 1 and 8. 12, lSI = IXj , whence jFI < IXI�o = jxj . 
Therefore IF/ = /X/ by the Schroeder-Bernstein Theorem. • 
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Proposition 1.3. Let F. be the free abelian group on the set X. and F2 the free abelian 
group on the 5et X2. Then F. "" F2 if and only ifFt and F2 have the same rank (that is, 
IX./ = IX2/). 

REMARK. Proposition 1 .3 is also true for arbitrary nonabelian free groups (as 
in  Section 1 .9); see Exercise 12 .  

SKETCH OF PROOF OF 1.3. If a :  Ft /"'../ F2, then a{X.) is a basis of F2, 
whence /X./ = /a(XJ) I = IX2I by Theorem 1 .2.  The converse is Theorem I. 7 .8 . • 

Theorem 1.4. Every abelian group G is the homomorphic image of a free abelian 
group of rank !X I ,  where X is a set of generators of G. 

PROOF. Let F be the free abelian group on the set X. Then F = L Zx and rank 
XEX 

F = lXI . By Theorem 1 . 1 the inclusion map X--.. G induces a homomorphism 
1 :  F � G such that lx � x € G, whence X C  Im f. Since X generates G we must 
have Im 1 =  G. • 

We now prove a theorem that will be extremely useful in analyzing the structure 
of finitely generated abelian groups (Section 2). We shall need 

Lem ma 1.5. If{ x., . . .  , Xn }  is a basis of a free abelian group F and a € Z, then for all 
i � j { x�, . . .  , Xj-t ,Xj + axi,Xj+I, . . .  , Xn } is also a basis ofF. 

PROOF. Since x1 = -axi + (xi + axi), it follows that F = (x., . . .  , Xj-t,Xi + 
axi,Xi+h . . .  , Xn) . If ktXt + · · · + ki(xi + axi) + · · · + knXn = 0 (ki € Z), then 
k1x1 + · · · + (ki + k1a)xi + · · · + kixi + · · · + knxn = 0, which implies that kt = 0 
for ali t. • 

Theorem 1.6. If F is a free abelian group of finite rank n andG is a nonzero subgroup 
of F, then there exists a basis { x., . . .  , Xn } of F, an integer r ( 1  < r < n) and positive 
integers d., . . . , dr such that d1 I d2 I ·  · · I  dr and G is free abelian with basis 
{ d1x1, . . .  , drXr J . 

REMARKS. Every subgroup of a free abelian group of (possibly infinite) rank a 
is free of rank at most a; see Theorem IV.6.1 .  The notation "d1 I d2 l . . .  I d," means 
... d1 divides d2, d2 divides da., etc." 

PROOF OF 1.6. If n = 1 ,  then F = (x.) /"'../ Z and G = (dtxt) /"'../ Z (di € N*) by 
Theorems 1.3.5, 1.3. 1 ,  and 1.3.2. Proceeding inductively, assume the theorem is true 
for all free abelian groups of rank less than n .  Let S be the set of all those integers s 
such that there exists a basis { Yh . . . , Yn } of F and an element in G of the form 
SYt + k2Y2 + · · · + knYn (ki € Z). Note that in this case { Y2.,YhYa, . . .  , Yn } is also a 
basis of F, whence k 2 € S; similarly k1 € S for j = 3,4, . . .  , n. Since G � 0, we have 
S -:F- 0. Hence S contains a least positive integer d1 and for some basis { yt , . . . , Yn ) 
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of F there exists v € G such that v = d1Y1 + k2Y2 + · · · + knYn - By the division 
algorithm for each i = 2, . . .  , n, ki = d1qi + ri with 0 < ri < d�, whence 
v = dt(YI + l/2)'2 + . . . + QnYr) + r2Y2 + . . . + rnYn· Let x. = Yt + Q2Y2 + . . . + lJnYn ; 
then by Lemma 1 .5 W = { x� ,y2, • • •  , Yn } is a basis of F. Since v E G, ri < d1 and W in 
any order is a basis ofF, the minimality of d. in S implies that 0 = r2 = r3 = · · · = r, 
so that d1x1 = v e G. 

Let H = (y2,}'3, . . . , Yn). Then H is a free abelian group of rank n - 1 such that 
F = (xt) ffi H. Furthermore we claim that G = (v) EB (G n H) = (dtXt) EB (G n H). 
Since { Xt,Y2, . . . , Yn l is a basis of F, (v) n ( G n H) = 0. If u = ttXl + t2Y2 + . . . + 
tnYn e G (ti e Z), then by the division algorithm ft = dtl}t + r1 with 0 < r1 < d • . 

Thus G contains u - lftV = r1x1 + f2Y2 + · · · + fnYn · The minimality of d1 in S im
plies that rl = 0, whence 12Y2 + . . .  + tnYn E G n H and u = qlv + (t2Y2 + . . . + lnYn)
Hence G = (v) + (G n H), which proves our assertion (Definition 1 .8.8). 

Either G n H = 0, in which case G = (d1x1) and the theorem is true or 
G n H :;e 0. Then by the inductive assumption there is a basis { x2,X3, . . . ' Xn } of H 

and positive integers r,d2,d3, . . .  ' dr such that d2 I d3 I ·  . · I  dr and G n H is free 
abelian with basis { d2x2, . . . , drxr } .  Since F = (xt) Ef) H and G = (dtxt) Ef) (G n H), 
it follows easily that { x�,x2, . . .  , Xn } is a basis of F and { d1x1 , . . .  , drxr } is a basis of 
G. To complete the inductive step of the proof we need only show that d1 I d2. By the 
division algorithm d2 = qd1 + ro with 0 < r0 < d1 . Since { x2,x1 + qx2,x3, . . •  , Xn I 
is a basis of F by Lemma 1 .5 and roX2 + dt(Xt + qx2) = d1x1 + d2x2 e G, the mini
mality of dt in S implies that ro = 0, whence dt ! d2. • 

Corollary 1.7. JfG is a finitely generated abelian group generated by n elements, then 
every subgroup H of G may be generated by m e/e1nents with m < n. 

The corollary is false if the word abelian is omitted (Exercise 8). 

PROOF OF 1.7. By Theorem 1 .4 there is a free abelian group F of rank n and 
an epimorphism 1r : F � G. 1r-1(H) is a subgroup of F, and therefore, free of rank 
m < n by Theorem 1 .6. The image under 1r of any basis of 1r-1(H) is a set of at most 
m elements that generates 1r(1r-1(H)) = H. • 

EX E R C I S E S  
1 .  (a) If  G is an abelian group and m e Z, then mG = { mu I u € G }  is a sub

group of G. 
(b) If G � L Gi, then mG rov L mGi and G/mG � L Gi/mGi. 

i£1 iel iel 

2. A subset X of an abelian group F is said to be linearly independent if n1x1 + · · · + 

n1cXJc = 0 always implies ni = 0 for all i (where n, e Z and x�, . . .  , xk are distinct 
elements of X). 

(a) X is linearly independent if and only if every nonzero element of the sub
group (X) may be written uniquely in the form n1x1 + · · · + nkxk (ni € Z,ni � 0, 
x1, . . . , xk distinct elements of X). 

(b) If F is free abelian of finite rank n, it is not true that every linearly 
independent subset of n elements is a basis [Hint: consider F = Z]. 

I 
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(c) If F is free abelian, it is not true that every linearly independent subset of 
F may be extended to a basis of F. 

(d) If F is free abelian, it is not true that every generating set of F contains a 
basis of F. However, if F is also finitely generated by n elements, F has rank 
nt < n.  

3 .  Let X =  { ai I i e I J  be a set. Then the free abelian group on X is (isomorphic to) 
the group defined by the generators X and the relations (in multiplicative no
tation) { aia;ai-tai-1 = e I i,j e /} . 

4. A free abelian group is a free group (Section 1.9) if  and only if it is cyclic. 

5 .  The direct sum of a family of free abelian groups is a free abelian group. (A 
direct product of free abelian groups need not be free abelian; see L. Fuchs 
[ 1 3, p. 1 68].) 

6. If F = L Zx is a free abelian group, and G is the subgroup with basis 
xeX 

X' = X - { xo } for some x0 e X, then F/G .:::: Zxo. Generalize this result to ar-
bitrary subsets X' of X. 

7. A nonzero free abelian group has a subgroup of index n for every positive 
integer n. 

8. Let G be the multiplicative group generated by the real matrices a = (� �) 
and b = G �} If H is the set of all matrices in G whose (main) diagonal 

entries are 1 ,  then H is a subgroup that is not finitely generated. 

9. Let G be a finitely generated abelian group in which no element (except 0) has 
finite order. Then G is a free abelian group. [Hint: Theorem 1 .6.] 

10. (a) Show that the additive group of rationals Q is not finitely generated. 
(b) Show that Q is not free. 
(c) Conclude that Exercise 9 is false if  the hypothesis "finitely generated" is 
omitted. 

1 1 .  (a) Let G be the additive group of all polynomials in x with integer coefficients. 
Show that G is isomorphic to the group Q* of all positive rationals (under 
multiplication). [Hint: Use the Fundamental Theorem of Arithmetic to con
struct an isomorphism.] 
(b) The group Q* is free abelian with basis {pjp is prime in Z}. 

12 .  Let F be the free (not necessarily abelian) group on a set X (as in Section 1.9) and 
G the free group on a set Y. Let F' be the subgroup of F generated by 
{ aba-tb-1 I a,b e F} and similarly for G'. 

(a) F' <1 F, G' <1 G and FjF', GIG' are abelian [see Theorem 7.8 below] . 
(b) F/F' [resp. GIG'] is a free abelian group of rank IX/ [resp. I YJ ] .  [Hint: 

{ xF' I x eX I is a basis of F/ F'.] 
(c) F "-.; G if and only if lXI = I Yl . [Hint: if <p : F "-.; G, then <P induces an 

isomorphism F 1 F' "-.; GIG'. Apply Proposition 1 .3 and (b). The converse 
. 

is Theorem 1 .7.8. ] 
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2. FI N ITELY GENERATED ABELIAN GRO U PS 

We begin by proving two different structure theorems for finitely generated 
abelian groups. A uniqueness theorem {2.6) then shows that each structure theorem 
provides a set of numerical invariants for a given group {that is, two groups have the 
same invariants if and only if they are isomorphic). Thus each structure theorem 
leads to a complete classification {up to isomorphism) of all finitely generated abelian 
groups. As in Section 1 ,  all groups are written additively. Many of the results (though 
not the proofs) in this section may be extended to certain abelian groups that are not 
finitely generated ; see L. Fuchs [1 3] or I .  Kaplansky [ 1 7] .  

All of the structure theorems to be proved here are special cases of corresponding 
theorems for finitely generated modules over a principal ideal domain (Section IV.6). 
Some readers may prefer the method of proof used in Section IV.6 to the one used 
here, which depends heavily on Theorem 1 .6. 

; 

Theorem 2.1. Every finitely generated abelian group G is (isomorphic to) a finite 
direct sum of cyclic groups in which the finite cyclic summands {if any) are of orders 
m1, . . . , fit, where m1 > 1 and m1 I m2 l · · · lmt. 

PROOF. If G =;e 0 and G is generated by n elements, then there is a free abelian 
group F of rank n and an epimorphism 1r : F � G by Theorem 1 .4. If 1r is an iso
morphism, then G � F � Z EB · · · EB Z (n summands). If not, then by Theorem 1 .6 
there is a basis { Xt, . . . , Xn I of F and positive integers dt, . . . , dr such that I < r < n, 

n 

d1 I d2 l ·  · · I  dr and f dtXI, . . .  , drXr } is a basis of K = Ker 1r. Now F = L (xi) and 
r i - 1  

K = L (dixi), where (xi) '"'-./ Z and under the same isomorphism (dixi) � diZ 
i = l  n 

= { diu I u e Z } .  For i =  r + I , r +  2, . . . , n  let di = 0 so that K = L (dixi) . 
i = l  

Then by Corollaries 1.5.7, 1 .5 .8, and 1.8. 1 1  

If di = I ,  then Z/diZ = Z/Z = 0; if di > I ,  then Z/diZ r-v Zdi;  if di = 0, then 
Z/diZ = Z/0 � Z. Let m t ,  . . . , n1t be those di {in order) such that di � 0, I and let s 
be the number of dt such that di = 0. Then 

G '"'-./ Zml EB · · · EB Zm t EB {Z EB · · · EB Z), 
., 

where m1 > I ,  1n1 I n12 I ·  · · I m, and (Z EB · · · EB Z) has rank s. • 

Theorem 2.2. Every finitely generated abelian group G is (isomorphic to) a finite 
direct sun1 of cyclic groups, each of which is eirher infinite or oforder a power ofaprime. 

SKETCH OF PROOF. The theorem is an immediate consequence of Theorem 
2 . 1  and the following lemma. Another proof is sketched in Exercise 4. • 

T 

' 

j 
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Lemma 2.3. If m is a positive integer and m = Ptn1P2n2 . · · Ptnt (ph . . . , Pt distinct 
primes and each ni > 0), then Zm f"V Zp1nl EB ZP2n� ffi · · · EB ZPtnt. 

SKETCH OF PROOF. Use induction on the number t of primes in the prime 
decomposition of m and the fact that 

Zrn f"V Zr EB Zn whenever (r,n) = 1 '  

which we now prove. The element n = n1 e Zrn has order r (Theorem 1.3.4 (vii)), 
whence Zr f"V (nl )  < Zrn and the map 1/;1 : Zr -}>Zrn given by k � nk is a monomor
phism. Similarly the map 1/;2 : Zn � Zrn given by k � rk is a monomorphism. By the 
proof of Theorem 1.8.5 the map 1/; : Zr EB Zn � z rn given by (x ,y) )---4 1/;I(x) + 1/;2(y) = 
nx + ry is a well-defined homomorphism. Since (r,n) = I ,  ra + nb = 1 for some 
a,b € Z (Introduction, Theorem 6.5). Hence k = rak + nbk = 1/;(bk,ak) for all 
k e Zrn and 1/; is an epimorphism. Since IZr EBZn l  = rn = IZTn l ,  1/; must also be a 
monomoi]Jhism. • 

Corollary 2.4. JfG is a finite abelian group of order n, then G has a subgroup of order 
m for every positive integer m that divides n. 

k 
SKETCH OF PROOF. Use Theorem 2.2 and observe that G f"V L Gi implies 

i - 1  
that I GI = ! Gt l 1 G2I · · · I Gkl and for i < r,pr-2Pr f"V ZPi by Lemma 2.5 (v) below. • 

REMARK. Corollary 2.4 may be false if G is not abelian (Exercise 1 .6.8). 

In Theorem 2.6 below we shall show that the orders of the cyclic summands in the 
decompositions of Theorems 2.1 and 2.2 are in fact uniquely determined by the group 
G. First we collect a number of miscellaneous facts about abelian groups that will be 
used in the proof. 

Lemma 2.5. Let G be an abelian group, m an integer and p a prime integer. Then each 
of the following is a subgroup ofG:  

(i) mG = { m u I u € G} ; 
(ii) G[mJ = t u € G I mu = 0}  ; 

(iii) G(p) = { u € G I lu i = pn for some n > 0 } ; 
(iv) Gt = { u € G l f ul is finite } .  

In particular there are isomorphisms 
(v) Z,n[P] ""' Zp (n > 1 )  and pmzpn f"V Zpn-m (m < n). 

Let H and Gi (i E I) be abelian groups. 
(vi) lfg : G � L Gi is an isomorphism, then the restrictions ofg to mG andG[m] 

icl 
respectively are isomorphisms mG f"V L mGi and G[m) :=::: .E Gi[m). 

U.I icl 
(vii) Iff : G � H is an isomorphism, then the restrictions off to Gt and O(p) re-

spectively are isomorphisms Gt l"'oV Ht and G(p) f"V H(p). 
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SKETCH OF PROOF. (i)-(iv) are exercises; the hypothesis that G is abelian is 
essential (Sa provides counterexamples for (i)-(iii) and Exercise 1 .3 .5 for (iv)). 
(v) pn-1 € Zpn has order p by Theorem 1.3 .4 (vii), whence (pn-l) "--' zp and (pn-1) 
< Zpn[p] . If u e ZPn[p], then pu = 0 in Zpn SO that pu = 0 (mod pn) in Z. But pn I pu 
impliespn-1 I u. Therefore, inZPn' u E (p11-1) andZPn[P] < (pn-1) . For the second state
ment note that pm E Zpn has order pn-m by Theorem 1.3.4 (vii). Therefore pmZPn 
= (pm) ""

Zpn-m · (vi) is an exercise. (vii) If f:G -+ H is a homomorphism and x € G(p) 
has order pn, then pnf(x) = f(pnx) = f(O) = 0. Therefore f(x) E H(p). Hence 
f : G(p) � H(p ). If f is an isomorphism then the same argument shows that 
f-1 : H(p) � G(p). Since ff-1 = l 11cp> and f-1f = 1a<r>h G(p) "" H(p). The other con
clusion of (vii) is proved similarly. • 

If G is an abelian group, then the subgroup G, defined in Lemma 2.5 is called the 
torsion subgroup of G. If G = G, then G is said to be a torsion group. If G, = 0, then 
G is said to be torsion-free. For a complete classification of all denumerable torsion 
groups, see I .  KapJansky [ 17] .  

Theorem 2.6. Let G be a finitely generated abelian group. 

(i) There is a unique nonnegative integer s such that the number of infinite cyclic 
summands in any decomposition ofG as a direct sum ofcyclic groups is precisely s ;  

(ii) either G is free abelian or there is a unique list of (not necessarily distinct) 
positive integers mh . . .  , mt such that m1 > 1 ,  m. I m2 l ·  · · I  mt and 

with F free abelian; 
(iii) either G is free abelian or there is a list of positive integerj Pt81, • • •  , Pk8k, 

which is unique except for the order of its· members, such that p1, . . .  , Pk are (not 
necessarily distinct) primes, s1 , . . .  , Sk are (not necessarily distinct) positive integers 
and 

with F free abelian . 

PROOF. (i) Any decomposition of G as a direct sum of cyclic groups (and there is 
at least one by Theorem 2 . 1 )  yields an isomorphism G ""  H EB F, where H is a direct 
sum of finite cyclic groups (possibly 0) and F is a free abelian group whose rank is 
precisely the number s of infinite cyclic summands in the decomposition. If 
L : H � H EB F is the canonical injection (h � (h,O)), then clearly t(H) is the torsion 
subgroup of H EB F. By Lemma 2.5, Gt "" t(H) under the isomorphism G ""  H EB F. 
Consequently by Corollary 1.5.8, G/ Gt 1"'..1 (F EB H)/ t(H) 1"'..1 F. Therefore, any 
decomposition of G leads to the conclusion that G/ Gt is a free abelian group whose 
rank is the number s of infinite cyclic summands in the decomposition. Since G I Gt 
does not depend on the particular decomposition and the rank of GIG, is an 
invariant by Theorem 1 .2, s is uniquely determined. 

(iii) Suppose G has two decompositions, say 
T 

G ""  Lzni EB F and 
i= 1 

d 
G = LZ�ri EB F', 

j ::::: ] 

T 

j 



2. F I N ITELY G E N E RATED ABELIAN GROU PS 79 

with each ni,ki a power of a prime (different primes may occur) and F,F' free abelian ; 
(there is at least one such decomposition by Theorem 2 .2). We must show that r = d 
and (after reordering) ni = ki for every i. It is easy to see that the torsion subgroup of 
L Zn; EB F is (isomorphic to) L Zni and similarly for the other decomposition. 

r d 
Hence L Zni "-' G, "-' L zki by Lemma 2.5. For each prime p, <L ZniXP) is obvi-

i = l  j = l  

ously (isomorphic to) the direct sum of those Zni such that ni is a power of p and sim-
ilarly for the other decomposition. Since <L ZniXP) ""' <L Zki)(p) for each prime p 
by Lemma 2.5, it suffices to assume that G = Gt and each ni,ki is a power of a fixed 
prime p (so that G = G(p)). Hence we have 

T d 
L Zpai "-' G "-' L Zpci(1 < al < a2 < . . .  < aT; 1 < CI < C2 < . . .  < Cd). 

i = l j = l  

We first show that in any two such decompositions of a group we must have 
r = d. Lemma 2.5 and the first decomposition of G show that 

T 

G[pJ ""' L  Zpai[pJ ""'ZP EB ·  · · ffiZP (r summands), 
i = l  

whence [ G[p) [  = pT. A similar argument with the second decomposition shows that 
I G[p] j = pd. Therefore, pr = pd and r = d. 

Let v (l < v < r) be the first integer such that ai = Ci for all i < v and at) � Cv. 
We may assume that av < Cv. Since pavzpai = 0 for ai < av, the first decomposi
tion and Lemma 2.5 imply that 

.,. .,. 
pavG ""' L  pavzpai ""' L Zpai-av, 

i = l  i::: v +l 

with av+I - av < av+2 - a11 < . . .  < aT - av. Clearly, there are at most r - (v + 1) + 
1 = r -- v nonzero summands. Similarly since ai = Ci for i < v and av < Cv the 
second decomposition implies that .. 

.,. 
PavG � � Z c --a - � p i  v, 

� = t• 

with I < Cv - av < Cv+I - av < . . .  < CT - av. Obviously there are at lea�t r - v + 1 
nonzero summands. Therefore, we have two decompositions of the group pavG as a 
direct sum of cyclic groups of prime power order and the number of summands in 
the first decomposition is less than the number of summands in the second. This 
contradicts the part of the Theorem proved in the previous paragraph (and applied 
here to pavG). Hence we must have ai = Ci for all i. 

(ii) Suppose G has two decompositions, say 

with m1 > 1 ,  m1 [ m2 ! ·  · · I  ntt, kt > 1 ,  k1 I k2 I ·  · · I  kd and F, F' free abelian; (one such 
decomposition exists by Theorem 2.1 ). Each mi,k i has a prime decomposition and 
by inserting factors of the form p0 we may assume that the same (distinct) primes 
P1, . . .  , pT occur in all the factorizations, say 
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m _ paupa12 palr 
1 -

• • •  

J 2 r 

m _ pa21na22 pa',. 2 - 1 1"2 • • • 

r 

m _ panpa12 patr 
t - 1 2 • • • r 

kl = PCt tP�l2 • . •pClr 
- r 

k2 = p�21p�22 • • • p�2T 

k = PCdlpCd2 . • • PCdr-d 1 2 r • 

Since m1 I m2 l · · · I mh we must have for each j, 0 < a1i < a21 < · · · < ati· Similarly 
0 < c1; < c2i < · · · < cdi for each j. By Lemmas 2.3 and 2.5 

t d 
L ZptiJ ""-' L Zmi ""' Ge ""-' L zk, ""' L  Zp/ii, 
i,j i = 1 i = 1 i.i 

where some summands may be zero. It follows that for each .i = 1 ,2, . . . , r 
t d 

� z U · ·  ""-' G(p ·) ""-' � z C · . ; L.J Pj '1 = J = L.J Pi '1· 
i - 1  i = 1  

t 
Since m1 > 1 ,  there is some Pi such that 1 < a11 < · · · < aei, whence L ZP/'i has t 

d i = l  

nonzero summands. By (iii) L Zp/•J has exactly t nonzero summands, whence 
i = l  

t < d. Similarly k1 > 1 implies that d < t and hence d = t.  By (iii) we now must have 
au = cu for all i,j, which implies that mi = ki for i =  1 ,2, . . . , t. • 

If G is a finitely generated abelian group, then the uniquely determined integers 
m1, . . .  , m, as in Theorem 2.6 (ii) are called the invariant factors of G. The uniquely 
determined prime powers as in Theorem 2.6 (iii) are called the elementary divisors 
of G. 

Corollary 2.7. Two finitely generated abelian groups G and H are isomorphic if and 
only i/G!Gt and H!Ht have the same rank and G and H have the same invariant 
factors [resp. elementary divisors] . 

PROOF. Exercise. • 

EXAMPLE. All finite abelian groups of order 1 500 may be determined up to 
isomorphism as follows. Since the product of the elementary divisors of a finite 
group G must be I Gl and 1500 = 22 • 3 · 53, the only possible families of elementary di
visors are ( 2,2,3,53 } , { 2,2,3,5,52 } , { 2,2,3,5,5,5 } , { 22,3,58 J , { 22,3,5,52 } and { 22,3,5,5,5 J .  
Each of these six families determines an abelian group of order 1500 (for example, 
{ 2,2,3,53 } determines Z2 ffi Z2 EB Z3 ffiZ12s). By Theorem 2.2 every abelian group of 
order 1 500 is isomorphic to one of these six groups and no two of the six are iso
morphic by Corollary 2.7. 

If the invariant factors m 1, . . .  , m, of a finitely generated abelian group G are 
known, then the proof of Theorem 2.6 shows that the elementary divisors of G are 
the prime powers pn (n > 0) which appear in the prime factorizations of m1, . . .  , m,. 
Conversely if the elementary divisors of G are known, they may be arranged in the 
following way (after the insertion of some terms of the form p0 if necessary) : 

T 

I 
J 
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Pnu pn12 pn1r 1 ' 2 , 
• • • 

, r 
n21 ntt n2r Pt ,p2 , · · · , Pr . 

81 

where p�, . . .  , Pr are distinct primes; for eachj = 1 ,2, . . . , r, 0 < n11 < n21 < · · · < n,; 
with some ni; � 0; and finally n1; ¢ 0 for some j. By the definition of elementary 

t r 

divisors (Theorem 2.6 (iii)), G '""' L L Z11;n'; ffi F where F is free abelian {and some 
i= 1 i =  1 

finite summands are 0, namely those with pj'i = p/ = 1 ). For each i = 1 ,2, . . . , t 
Jet mi = p�i1p�i2 • • • p�'r {that is, mi is the product of the ith row in the array above). 
Since some nli � 0, m1 > 1 and by construction m1 I m2 l · · · I m,. By Letnma 2.3 

t ( T ) t 
G � k "{;

1
ZP;";; EB F � k Zm; EB F. Therefore, m 1 ,  • • •  , m1 are the invariant 

factors of G by Theorem 2.6 (ii). 

EXAMPLE. If G is the group Z5 E:BZ1s Ef)Z2s ffiZ3a Ef)ZM, then by Lemma 2.3 
G r'-1 Zs ffi (Zs EB Z3) EB z25 ffi (Zg EB Z4) ffi (Z27 ffi Z2). Hence the elementary divi
sors of G are 2 ,22,3,32,33,5,5,52 which may be arranged as explained above : 

2°, 3 ,  5 
2, 

Consequently the invariant factors of G are 1 · 3 · 5 = 1 5 ,  2 · 32 • 5 = 90, and 
22 • 33 · 52 = 2700 so that G '""'Zl5 ffi Zgo ffi Z21oo-

A topic that would fit naturally into this section is the determination of the struc
ture of a finitely generated abelian group which is described by generators and rela .. 
tions. However, since certain matrix techniques are probably the best way to handle 
this question, it will be treated in the Appendix to Section VIi.2. The interested 
reader should have little or no difficulty in reading that material at the present time. 

E X E R C I S E S  
I .  Show that a finite abelian group that is not cyclic contains a subgroup which is 

isomorphic to z'P EBZP for some prime p. 
2. Let G be a finite abelian group and x an element of maximal order. Show that (x) 

is a direct summand of G. Use this to obtain another proof of Theorem 2. 1 .  

3 .  Suppose G is a finite abelian p-group {Exercise 7) and x c: G has maximal order. 
If y E G/(x) has order pr, then there is a representative y c: G of the coset y such 
that Jyj = pr. [Note that if lx/ = p', then p'G = 0.] 

4. Use Exercises 3 and 7 to obtain a proof of Theorem 2. 2 which is independent of 
Theorem 2. 1 .  [Hint: If G is a p-group. let x £ G have maximal order; G/(x) is a 
direct sum of cyclics by induction, G/(x) = (.i1)  E8 · · · E8 (.in) . with l .i; I = pri 
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and 1 < r1 < r2 < · · · < rn. Choose representatives x, of Xi such that !xi l  = lxi l . 
Show that G = (x1) EB · · · EB (xn) EB (x) is the desired decomposition.] 

5.  If G is a finitely generated abelian group such that G I Ge has rank n, and H is a 
subgroup of G such that H/ H, has rank m, then m < n and (GI H)I(GI H), has 
rank n - rn . 

6. Let k, m € N*. lf(k,m) = 1 ,  then kZm = Zm and Zm[k] = 0. If k I m, say m = kd, 
then kZm '::.:::. Zd and Zm[kJ C:::'. Zk. 

7. A (sub )group in which every element has order a power of a fixed prime p is 
called a p-(sub)group (note: 101 = 1 = [11). Let G be an abelian torsion group. 

(a) G(p) is the unique maximum p-subgroup of G (that is, every p-subgroup of 
G is contained in G{p)). 

(b) G = L G(p), where the sum is over all primes p such that G(p) � 0. 
[Hint: If lu i = P1nt .  · · Ptn', let mi = /ull p,ni. There exist Ci e: Z such that c1m1 + · · · 
+ ctme = 1 ,  whence u = ctn1tU + · · · + Ctmtu; but Cilniu e: G(pi).] 

(c) If H is another abelian torsion group, then G �"'../ H if and only if 
G(p) �"'../ H(p) for all primes p. 

8. A finite abelian p-group (Exercise 7) is generated by its elements of maximal 
order. 

9. How many subgroups of order p2 does the abelian group Zpa EB Zp2 have? 

1 0. (a) Let G be a finite abelian p-group (Exercise 7). Show that for each n > 0, 
pn+IG n G[pJ is a subgroup of p"G n G[p]. 
(b) Show that (pnG n G[p])l(pn+I G n G[p]) is a direct sum of copies of Zp; let 
k be the number of copies. 
(c) Write G as a direct sum of cyclics; show that the number k of part (b) is the 
number of summands of order pn+I. 

1 1 .  Let G, H, and K be finitely generated abelian groups. 
(a) If G EB G �"'../ H EB H, then G �"'../ H. 
(b) If G EB H "-� G EfJ K, then H "-� K. 
(c) If Gt is a free abelian group of rank N0 , then G1 EB Z EB Z "-� G1 EB Z, 

but Z ffi Z �  Z. 
Note: there exists an infinitely generated denumerable torsion-free abelian group 
G such that G "-� G EB G EB G, but G ¢!:. G EB G, whence (a) fails to hold with 
H = G ffi G. See A.L.S. Corner [60J . Also see Exercises 3 . 1 1 ,  3. 12, and IV.3 . 12. 

1 2. (a) What are the elementary divisors of the group z2 EB Zg EB z,s; what are its 
invariant factors? Do the same for z26 EB Z42 EB Z49 Ef> Z2oo EBZIOOO· 
(b) Determine up to isomorphism all abelian groups of order 64 ; do the same for 
order 96. 
(c) Determine all abelian groups of order n for n < 20. 

1 3. Show that the invariant factors of Zm ffi Zn are (m,n) and [m,n] (the greatest 
common divisor and the least common multiple) if (m,n) > 1 andmn if (m,n) = 1 .  

14. If H is a subgroup of a finite abelian group G, then G has a subgroup that is 
isomorphic to G I H. 

1 5. Every finite subgroup of QIZ is cyclic [see Exercises 1.3.7 and 7]. 
I 

i 
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3. THE KRU LL-SCH M I DT THEOREM 

The groups Z and Zp., (p prime) are indecomposable, in the sense that neither is a 
direct sum of two of its proper subgroups (Exercise 1 .8 . 1). Consequently, Theorems 
2.2 and 2.6(iii) may be rephrased as : every finitely generated abelian group is the 
direct sum of a finite number of indecomposable groups and these indecomposable 
summands are uniquely determined up to isomorphism. We shall now extend this 
result to a large class of (not necessarily abelian) groups.1 

For the remainder of this chapter we return to the use of multiplicative notation 
for an arbitrary group. 

Definition 3.1. A group G 1sindecomposable ifG :¢ (e) and G is not the (internal) 
direct product of two of its proper subgroups. 

Thus G is indecomposable if and only if G :¢ (e) and G "'-' H X K implies 
H = (e) or K = (e) (Exercise 1 ). 

EXAMPLES. Every simple group (for example, An, n :¢ 4) is indecomposable. 
However indecomposable groups need not be simple : Z, Zpn (p prime) and Sn are in
decomposable but not simple (Exercises 2 and 1.8.1 ). 

Defin ition 3.2. A group G is said to satisfy the ascending chain condition (ACC) on 
[norntal] subgroups if for every chain G1 < G2 < · · · of [normal] subgroups of G there 
is an integer n such that Gi = Grrfor all i > n. G is said to satisfy the descending chain 
condition (DCC) on [normal] subgroups if for every chain Gt > G2 > · · · of [normal] 
subgroups ofG there is an integer n such that Gi = Gn for all i > n. 

EXAMPLES. Every finite group satisfies both chain conditions. Z satisfies the 
ascending but not the descending chain condition (Exercise 5) and Z(p 00) satisfies 
the descending but not the ascending chain condition (Exercise 1 3). 

Theorem 3.3. If a group G satisfies either the ascending or descending chain condition 
on normal subgroups, then G is the direct product ofafinite number ofindecomposable 
subgroups. 

SKETCH OF PROOF. Suppose G is not a finite direct product of indecom
posable subgroups. Let S be the set of all normal subgroups H of G such that H is a 
direct factor of G (that is, G = H X T H for some subgroup T H of G) and H is not a 
finite direct product of indecomposable subgroups. Clearly G E S. If H E S, then H is 
not indecomposable, whence there must exist proper subgroups KH and J H of H such 
that H = KH X JH ( = JH X KH). Furthermore, one of these groups, say KH, must 
lie in S (in particular, KH is normal in G by Exercise 1.8. 1 2). Letf:  S � S be the map 

1The results of this section are not needed in the sequel. 
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defined by f(H) = KH. By the Recursion Theorem 6.2 of the Introduction (with 
fn = f for all n) there exists a function cp : N � S such that 

cp(O) = G and cp(n + 1 )  = f(cp(n)) = KfP(n) (n > 0). 
If we denote q;(n) by Gn, then we have a sequence of subgroups Go,G�,G2, . . . , of G 
(all of which are in S) such that 

By construction each Gi is normal in G and 

• 

If G satisfies the descending chain condition on normal subgroups, this is a con-
tradiction. Furthermore a routine inductive argument shows that for each 11 > I ,  
G = Gn X lon-l X lan-2 X · · ·  X la0 with each la, a proper subgroup of G. Conse
quently, there is a properly ascending chain of normal subgroups: 

lao < la1 X lao < la2 X la1 X la0 < · · · . 
� � � 

If G satisfies the ascending chain condition on normal subgroups, this is a con
tradiction. • 

In order to determine conditions under which the decomposition of Theorem 3.3 
is unique, several definitions and lemmas are needed. An endomorphism /of a g:r;oup 
G is called a normal endomorphism if af(b)a-• = f(aba-•) for all a,b e. G. 

Lemma 3.4. Let G be a group that satisfies the ascending [resp. descending] chain 
condition on normal subgroups and f a  [norma/J endomorphism ofG. Then f is an auto
morphism if and only iff is an epimorphism [resp. n1onomorphism]. 

PROOF. Suppose G satisfies the ACC and /is an epimorphism. The ascending 
chain of normal subgroups (e) < Ker J < Ker f2 < · · · (where Jk = .If · · · f) must 
become constant, say Ker fn = Ker f71+1• Since j"is an epimorphism, so is Jn. If a a G 
and f(a) = e, then a = fn(b) for some b e.  G and e = f(a) = fn+1(b). Consequently 
b e.  Ker Jn+t = Ker Jn, which implies that a = Jn(b) = e. Therefore, /is a monomor
phism and hence an automorphism. 

Suppose G satisfies the DCC and fis a monomorphism. For each k > 1 ,  Im Jk is 
normal in G since /is a normal endomorphism. Consequently, the descending chain 
G > Im f > Im /2 > · · · must become constant, say Im Jn = Im Jn+I. Thus for any 
a e. G, Jn(a) = jn+t(b) for some b e.  G. Since fis a monomorphism, so is f?'l and hence 
fn(a) = j71+1(b) = j71(f(b)) implies a = f(b). Therefore f is an epimorphism, and 
hence an automorphism. • 

Lem ma 3.5.  (Fitting) IJG is a group that satisfies both the ascending and descending 
chain conditions on normal subgroups and f is a normal endomorphisnJ ofG, then for 
some n > I ,  G = Kel' fn X lm fn. 

r 

I 
J 
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PROOF. Since fis a normal endomorphism each Im fk (k > 1) is normal in G. 
Hence we have two chains of normal subgroups: 

G > Im f > Im P > · · ·  and (e) < Ker / < Ker f2 < · · · .  

By hypothesis there is an n such that Im Jk = Im Jn and Ker Jk = Ker tn for all 
k > n. Suppose a e Ker tn n Im Jn. Then a = fn{b) for some b e  G and pn(b) 
= fn(Jn(b)) = Jn(a) = e. Consequently, b e  Ker pn = Ker Jn so that a = Jn(b) = e. 
Therefore, Ker tn n lm Jn = (e). For any c e G, Jn(c) e Im Jn = lm pn, whence 
Jn(c) = .fln(d) for some d e  G. Thus f"(cfn(cJ-1)) = f"(c)j2n(cJ-1) = fn(c)f2"(d)-1 

= Jn(c) /"(c)-1 = e and hence cfn(ct-1) e Ker fn. Since c = (cfn(tJ-1)) Jn(d), we 
conclude that G = (Ker fn)(Im fn). Therefore G = Ker fn X Im /" by Definition 
1.8.8. • 

An endomorphism jof a group G is said to be nilpotent if there exists a positive 
integer n such that Jn(g) = e for all g e G. 

Corollary 3.6. IJG is an indecomposable group that satisfies both the ascending and 
descending chain conditions on normal subgroups and f is a normal endomorphism ofG, 
then either f is nilpotent or f is an automorphism. 

PROOF. For some n > 1 ,  G = Ker Jn X Im fn by Fitting's Lemma. Since G is 
indecomposable either Ker /" = (e) or Im Jn = (e). The latter implies that / is nil
potent. If Ker f" = (e), then Ker f= (e) and fis a monomorphism. Therefore, /is 
an automorphism by Lemma 3.4. • 

If G is a group and f, g are functions from G to G, then f + g denotes the function 

G ---+ G given by a �  f(a)g(a) . Verify that the set of all functions from G to G is a group 

under + (with identity the map 00:G � G given by a �  e for all a E G) .  When f and 

g are endomorphisms of G.  f + g need not be an endomorphism (Exercise 7).  So the 

subset of endomorphisms is not in general a subgroup . 

Corollary 3.7. Let G (� (e)) be an i11decon1posable group that satisfie�· both the as
cending and descending chain conditions on normal subgroups. I[ft, . . .  , fn are normal 
nilpotent endomorph isms ofG such that every fi1 + · · · + fir ( 1  < i t  < i2 < · · · < ir < n) 
is an endomorphism, then f1 + f2 + · · · + fn is nilpotent. 

SKETCH OF PROOF. Since each };1 + · · · + fir is an endomorphism that is 
normal (Exercise 8(c)), the proof will fol low by induction once the case n = 2 is 
established . If j; + 12 is not nilpotent, i t  is an automorphism by Corollary 3.6. Verify 
that the inverse g of [I + 12 is a normal automorphism. If g1 = [tg and g2 = f?.K, then 
la = g. + g2 and for all x e G, x-1 = (gl + g2)(x-1) = gl(x-1)g2(x-1). Hence 
x = [gi(x-1)g2(x-1)]-1 = g2(x)g1(x) = (g2 + g1)(x) and 10 = g2 + g1• Therefore, 
K• + g2 = g2 + g1 and g.(gt + g2) = gda = Iag1 = (gt + g2)g., which implies that 
g1g2 = g� •. A separate inductive argument now shows that for each m > 1 ,  

m 

(gl + g2)m = L Ciglig';-i (Ci e Z), 
i = O  
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where the Ci are the binomial coefficients (see Theorem 111. 1 .6) and cih means 
h + h + · · · + h (ci summands). Since each Ji is nilpotent, gi = jig has a nontrivial 
kernel, whence gi is nilpotent by Corollary 3 .6. Therefore for large enough m and all 

m m 

a e G, (gt + g2)m(a) = .L Cigtig�-i(a) = IT eci = e. But this contradicts the facts 
i = O  i = O  

that g1 + g2 = Ia and G =;e (e) . • 

The next theorem will make use of the following facts. If a group G is the internal 
direct product of its subgroups G1 , . . .  , Gs then by the proof of Theorem 1.8.6 there 
is an isomorphism ({) : Gt X · · · X Gs ,...._, G given by (gt, . . .  , ga) � g1g2 · · · g!l. Con
sequently, every element of G may be written uniquely as a product g1g2 · · · gs (gi e Gi)
For each i the map 7ri : G --4 Gi given by glg2 · · · g!l � gi is a well-defined epimor
phism; (it is the composition of l{)-1 with the canonical projection Gt X · · · X 
Ga --7 Gi.) We shall refer to the maps 1ri as the canonical epimorphisms associated 
with the internal direct product G = Gt X · · ·  X G��. 

Theorem 3.8. (Kru/1-Schmidt) Let G be a group that satisfies both the ascending and 
descending chain conditions on normal subgroups. lf G = G1 X G2 X · · ·  X Ge and 
G = H1 X H2 X · · · X Ht with each GhHj indecomposable, then s = t and after 
reindexing Gi ,...._, Hi for every i and for each r < t. 

G = G1 X · · · X Gr X Hr+1 X · · · X Ht. 

REMARKS. G has at least one such decomposition by Theorem 3.3. The unique
ness statement here is stronger than simply saying that the indecomposable factors 
are determined up to isomorphism. 

SKETCH OF PROOF OF 3.8. Let P(O) be the statement G = H1 X ·  · · X H,. 
For 1 < r < min (s,t) let P(r) be the statement :  there is a reindexing of H1, . . .  , Ht 
such that Gi ,...._, Hi for i = 1 ,2, . . .  , r and G = G1 X · · · X Gr X Hr+1 X · · · X Ht 
(or G = G1 X · · · X Gt if r = t). We shall show inductively that P(r) is true for all r 
such that 0 < r < min (s,t). P(O) is true by hypothesis, and so we assume that 
P(r - 1 )  is true: after some reindexing Gi ,...._, Hi for i = 1 ,  . . .  , r - I and 
G = G1 X · · · X Gr-1 X Hr X · · · X Ht. Let 7rt, • • •  , 1r!l [resp. 1r1', . • .  , '11"/] be the 
canonical epimorphisms associated with the internal direct product 

G = Gt X · · ·  X G!l [resp. G = G1 X · · ·  X Gr-1 X H,. X · · · X H,] 

as in the paragraph preceding the statement of the Theorem. Let Xi [resp. X/] be 
the inclusion maps sending the ith factor into G. For each i let (/)i = Xi7ri : G � G 
and let 1/li = X/ '7T/ : G � G. Verify that the fol lowing identities hold: 

l{)i I Gi = Ioi; 
1/11 + · · · + 1/J, = la; 

Im <Pi = Gi ; 

'Pit.,Oi = 'Pi; 
1/lil/li = 1/;i ; 
Im 1/li = Gi (i < r) ; 

(/)i(/)i = Oa (i =;e j)2; 
1/lil/li = Oo (i =;e j) ; 
Im 1/;i = Hi (i > r). 

It follows that <Prl/li = 0o for all i < r (since 1/;i(x) € Gi so that <Prl/li(x) = l{)r1o,l/li(x) 
= ({)r(/)il/;i(x) = e). 

2See the paragraph preceding Corollary 3. 7. 

r 

l 
1 
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The preceding identities show that (/)r = f{Jr1a = f{Jr(l/lt + · · · + 1/J,) = f{Jrl/lr + · · · 
+ f{Jrl/lt . Every usumn of distinct <Prl/li is a normal endomorphism (Exercises 8, 9). 
Since f{Jr I Gr = lor is a (normal) automorphism of Gr and Gr satisfies both chain con
ditions on normal subgroups (Exercise 6), Coronaries 3.6 and 3 .7 imply that f{Jrl/1; I Gr 
is an automorphism of Gr r! (e) for some j (r < j < t). Therefore, for every n > 1 

(f{Jrl/;;)n+t is also an automorphism of G. Consequently, since Gr r! (e) and (f{Jrl/l;)n+l 
= f{Jr( 1/; 1f{Jr)� 1 for all n > 1 ,  the normal endomorphism 1/; ;f{Jr I H; : H1 � H; cannot be 
nilpotent. Since H; satisfies both chain conditions (Exercise 6), 1/;;f{Jr I H; must be an 
automorphism of Ili by Corollary 3. 7. Therefore 1/; 1 I Gr : Gr � H1 is an isomor
phism and so is f{Jr I H; : H; � Gr. Reindex the Hk so that we may assume j = r 
and Gr r-.,./ Hr. We have proved the first half of statement P(r). 

Since G = G1 X · · ·  X Gr-1 X Hr X · · ·  X Ht by the induction hypothesis the 
subgroup Gt G2 · · · Gr-tHr+l · · · He is the internal direct product Gt X · · · Gr-1 X 
Hr+l X ·  · · X  Ht. Observe that for j < r, 1/lr(G;) = 1/lrl/;;(G) = (e) and for j > r, 
1/lr(H;) = 1/lrl/I;(G) = (e), whence 1/lr(GJ · · · Gr-tHr+t " · · Ht) = (e). Since 1/lr I Gr is an 
isomorphism, we must have Gr n ( Gt · · · Gr-tHr+I · · · He) = (e). It follows that the 
group G* = Gt · · · Gr-t GrHr+t · · · Ht is the internal direct product 

G* = Gt X · · · X Gr X Hr+t X · · · X He. 

Define a map () : G � G as follows. Every element g e G may be written g = Kt · · · 
Kr-thr . . . ht with Ki E Gi and h; E H;. Let O{g) = Kt . . . Kr-1(/)r(hr)hr+l . . .  ht. Clearly 
lm 0 = G*. () is a monomorphism (see Theorem 1 .8. 10) that is easily seen to be nor
mal. Therefore 0 is an automorphism by Lemma 3.4 so that G = Im 0 = G* 
= Gt X · · · Gr X Hr+l X · · · X H,. This proves the second part of P(r) and com
pletes the inductiveargument. Therefore,after reindexing Gi r-.,./ HiforO < i < min(s,t). 
If min (s,t) = s, then Gt X · · · X Gti = G = Gt X ·  · · X Gs X Hti+t X · · · X He, 
and if min (s,t) = t, then Gt X ·  · · X  G:� = G = Gt X · · · X Gt . Since Gi ¢ (e), 
H; r! (e) for all i,j, we must have s = t in either case. • 

E X E R C I S E S  
L A group G is indecomposable if  and on]y if G ¢ (e) and G r-.,./  H X K implies 

H = (e) or K = (e). 

2 .  Sn is indecomposable for all n > 2 .  [Hint: If n > 5 Theorems 1.6.8 and 1.6. 10  and 
Exercise 1.8.7 may be helpful.] 

3. The additive group Q is indecomposable. 

4. A nontrivial homomorphic image of an indecomposable group need not be in
decomposable. 

5. (a) Z satisfies the ACC but not the DCC on subgroups. 
(b) Every finitely generated abelian group satisfies the ACC on subgroups. 

6. Let H,K be normal subgroups of a group G such that G = H X K. 
(a) If N is a normal subgroup of H, then N is normal in G (compare Exercise 

1 .5 . 10}. 
(b) If G satisfies the ACC or Ix:C on normal subgroups, then so do H and K. 
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7. If f and g are endomorph isms of a group G, then f + g need not be an endo
morphism. [Hint: Let a = ( 123), b = ( 132) E S3 and define f(x) = axa-1, 
g(x) = bxb-1.] 

8. Let fand g be normal endomorphisms of a group G. 
(a) fg is a normal endomorphism. 
(b) H <J G implies f(H) <J G. 
(c) Iff+ g is an endomorphism, then it is normal. 

9. Let G = G.1 X · · · X Gn. For each i let Ai : Gi � G be the inclusion map and 
tri : G � Gi the canonical projection (see page 59). Let fPi = Aitri. Then the 
"sum" 'Pit + · · · + fPik of any k (1  < k < n) distinct 'Pi is a normal endomor
phism of G. 

1 0. Use the Krull-Schmidt Theorem to prove Theorems 2.2 and 2.6 (iii) for finite 
abelian groups. 

1 1 .  If G and Hare groups such that G X G :::: H X Hand G satisfies both the ACC 
and DCC on normal subgroups, then G � H (see Exercise 2. 1 1 ] .  

1 2. If G,H,K and J are groups such that G � H X K and G � H X J and G satis
fies both the ACC and DCC on normal subgroups, then K � J [see Exercise 2. 1 1 ]  

1 3 . For each prime p the group Z(pro) satisfies the descending but not the ascending 
chain condition on subgroups [see Exercise 1.3 .7]. 

4. THE ACTION OF A GROUP ON A SET 

The techniques developed in this section will be used in the following sections to 
develop structure theorems for (nonabelian finite) groups. 

Definition 4.1 . An action of a group G on a set S is a function G x S � S 

(usually denoted by (g,x) � gx) such that for all x E S and g.,g2 E G: 

ex = x and (g1g2)x = g1(g2x). 
When such an action is given, we say that G acts on the set S .  

Since there may be many different actions of a group G on a given set S, the nota
tion gx is ambiguous. In t:ontext, however, this will not cause any difficulty. 

EXAMPLE. An action of the symmetric group Sn on the set In = { 1 ,2 . . . .  , n } 
is given by (u,x) � o{x). 

EXAMPLES. Let G be a group and H a subgroup. An action of the group H on 
the set G is given by (h,x) � hx, where hx is the product in G. The action of h E  H on 
G is called a (left) translation. If K is another subgroup of G and S is the set of all left 
cosets of K in G, then H acts on S by translation : (h,xK) � hxK. 

EXAMPLES. Let H be a subgroup of a group G. An action of H on the set G is 
given by (h,x) � hxh-1 ; to avoid confusion with the product in G, this action of h E  H 1. is always denoted hxh-1 and not hx. This action of h E H on G is called conjugation by 

J 

r 
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h and the element hxh-1 is said to be a conjugate of x. If K is any subgroup of G and 
h E H, then hKJz-1 is a subgroup of G isomorphic to K (Exercise 1.5 .6). Hence H acts 
on the set S of all subgroups of G by conjugation: (h,K) � hKh-1• The group hKh�1 is 
said to be conjugate to K. 

Theorem 4.2. Let G be a group that acts on a set S. 

(i) The relation on S defined by 

x I"J x' {:::::} gx = x' for some g e G 

is an equivalence relation. 
(ii) For each x E S, Gx = { g E G I gx = x } is a subgroup of G. 

PROOF. Exercise. • 

The equivalence classes of the equivalence relation of Theorem 4.2(i) are called 
the orbits3 of G on S; the orbit of x E S is denoted x. The subgroup Gx is called vari
ously the subgroup fixing x, the isotropy group of x or the stabilizer of x. 

EXAMPLES. If a group G acts on itself by conjugation, then the orbit 
{ gxg-1 I g e G } of x e G is called the conjugacy class of x. If a subgroup H acts on G 
by conjugation the isotropy group Hx = { h E H I hxh-1 = x l = t h e H I hx = xh } is 
called the centralizer of x in H and is denoted C11(x). If H = G, Ca(x) is simply called 
the centralizer of x. If H acts by conjugation on the set S of all subgroups of G, then 
the subgroup of H fixing K E S, namely { h E H I hKh-1 = K} , is called the normalizer 
of K in H and denoted N11(K). The group Na(K) is simply called the normalizer of K. 
Clearly every subgroup K is normal in No(K) ; K is normal in G if and only if Na(K) = G. 

Theorem 4.3. If a group G acts on a set S, then the cardinal number of the orbit of 
X E S  is the index [G : Gx] . 

PROOF. Let g,h E G. Since 

it follows that the map given by gGx � gx is a well-defined bijection of the set of co-
sets of Gx in G onto the orbit x = {gx I g e GJ . Hence [G : Gx] = JxJ . • 

Corollary 4.4. Let G be a finite group and K a subgroup ofG. 

(i) The number of elements in the conjugacy class of x E G is [G : CG(x)] , which 
divides IGI ; 

(ii) i/Xt, • . . , Xn (xi E G) are the distinct conjugacy classes ofG, then 

3'This agrees with our previous use of the term orbit in the proof of Theorem 1.6.3, where 
the special case of a cyclic subgroup (u) of S"' acting on the set In was considered. 
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n 

/GI = L [G : Co( xi)] ; 
i = l  

(iii) the number of subgroups ofG conjugate to K is [G : No(K)], which divides IGI .  

PROOF. (i) and (iii) follow immediately from the preceding Theorem and 
Lagrange's Theorem 1.4.6. Since conjugacy is an equivalence relation on G (Theorem 
4.2}, G is the disjoint union of the conjugacy classes .Xt, • • • , .Xn, whence (ii) follows 
from (i). • 

n 

The equation I Gl = L [ G : Ca(xi)] as in Corollary 4.4 (ii) is called the class 
i = l  

equation of the finite group G. 

Theorem 4.5. If a group G acts on a set S, then this actio'! induces a homomorphism 
G � A(S), where A(S) is the group of all permutations of S. 

PROOF. If g c:  G, define T0 : s � s  by x � gx. Since x = g(g-1x) for all x E S, 
T0 is surjective. Similarly gx = gy (x,y E S) implies x = g-1(gx) = g-1(gy) = y, 
whence T0 is injective and therefore a bijection (permutation of S). Since Too' = TyTo' : 

S --4 S for all g,g' E G .. the map G --4 A(S) given by g � T0 is a homomorphism. • 

Corol lary 4.6. (Cayley) lfG is a group, then there is a monomorphism G � A(G). 
Hence every group is isomorphic to a group of permutations. In particular every finite 
group is isomorphic to a subgroup ofSn with n = IG/ . 

PROOF. Let G act on itself by left translation and apply Theorem 4.5 to obtain a 
homomorphism r : G --4 A( G). If T(g) = To = 10, then gx = To(x) = x for all x E G. 
In particular ge = e, whence g = e and T is a monomorphism. To prove the last 
statement note if I Gl = n, then A( G) � Sn. • 

Recall that if G is a group, then the set Aut G of all automorphisms of G is a 
group with composition of functions as binary operation (Exercise 1 .2. 1 5). 

Corol lary 4.7. Let G be a group . 

(i) For each g E G, conjugation by g induces an automorphism ofG. 
(ii} There is a homomorphism G --4 Aut G whose kernel is C(G) = { g E G I gx = 

xgfor all x E G l .  

PROOF. ( I )  If G acts on itself by conjugation, then for each g E G, the map 
T0 : G --4 G given by T(l(x) = gxg-1 is a bijection by the proof of Theorem 4.5. It is 
easy to see that T 0 is also a homomorphism and hence an automorphism. (ii) Let G 
act on itself by conjugation. By (i) the image of the homomorphism T : G ----) A( G) of 
Theorem 4.5 is contained in Aut G. Clearly 

g E Ker T {==} T(J = 10 {::::} gxg-• = T0(x) = x for all x E G. 

But gxg-1 = x if and only if gx = xg, whence Ker r = C(G). • l 
J 
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The automorphism T 0 of Corollary 4. 7(i) is called the inner automorphism in
duced by g. The normal subgroup C(G) = Ker T is called the center of G. An element 
g e G is in C( G) if and only if the conjugacy class of g consists of g alone. Thus 
if G is finite and x e C( G), then [ G : Ca(x)] = 1 (Corollary 4.4). Consequently, 
the class equation of G (Corollary 4.4(ii)) may be written 

m 

IG I  = IC(G)I + }:  [G : Co(xi)] , 
i - 1  

where x1, . . .  , Xm (xi e G - C( G)) are distinct conjugacy classes of G and each 
[ G : Ca(xi)] > 1 .  

Proposition 4.8. Let H be a subgroup of a group G and let G act on the set S of all 
left cosets ofH in G by left translation. Then the kernel of the induced homomorphism 
G ---) A(S) is contained in H. 

PROOF. The induced homomorphism G ---) A(S) is given by g � T0, where 
T0 : S ---) S and Ty(xH) = gxH. If g is in the kernel, then T0 = l s  and gxH = xH for 
all x e G; in particular for x = e, geH = eH = H, which implies g e H. • 

Corollary 4.9. /fH is a subgroup of index n in a group G and no nontrivial normal 
subgroup ofG is contained itt H, then G is isomorphic to a subgroup ofSn. 

PROOF. Apply Proposition 4.8 to H; the kernel of G ---) A(S) is a normal sub
group of G contained in H and must therefore be (e) by hypothesis. Hence, G ---) A(S) 
is a monomorphism. Therefore G is isomorphic to a subgroup of the group of all 
permutations of the n left cosets of H, and this latter group is clearly isomorphic 
to Sn . • 

Corollary 4.10. lf H is a subgroup of a finite group G of index p, where p is the small
est prime dividing the order ofG, then H is normal in G. 

PROOF. Let S be the set of all left cosets of H in G. Then A(S) '"'-� Sp since 
[ G : H] = p. If K is the kernel of the homomorphism G ---) A(S) of Proposition 4.8, 
then K is normal in G and contained in H. Furthermore G I K is isomorphic to a sub
group of Sp. Hence I G/KI divides jSpl· = p !  But every divisor of IG/KI = [G : K] 
must divide / GI = IKI [G : K]. Since no number smaller than p (except 1)  can divide 
I GI ,  we must have I G/KI = p or 1 .  However I G!KI = [G : K] = [G : H][H : K] 
= p[H : K] > p. Therefore !G/KI = p and [H : K] = 1 ,  whence H = K. But K is 
normal in G. • 

E X E R C I S E S 
1 .  Let G be a group and A a normal abelian subgroup. Show that G 1 A operates on 

A by conjugation and obtain a homomorphism Gj A �  Aut A. 

2. If H,K are subgroups of G such that H <J K, show that K < Na(H). 
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3. If a group G contains an element a having exactly two conjugates, then G has a 
proper normal subgroup N � (e). 

4. Let Hbe a subgroup of G. The centralizer of His the set CG( H) = { g e G I hg = gh for 
all h e H} . Show that Co( H) is a subgroup of NG(H). 

5. If H is a subgroup of G, the factor group NG(H)/Ca(H) (see Exercise 4) is iso� 
morphic to a subgroup of Aut H. 

6. Let G be a group acting on a set S containing at least two elements. Assume that 
• 

G is transitive ; that is, given any x,y c. S, there exists g e G such that gx = y. 
Prove 

(a) for x s S, the orbit x of x is S; 
(b) all the stabilizers Gx (for x e S) are conjugate ; 
(c) i f  G has the property: { g s G I gx = x for all x e S}  = (e) (which is the 

case if G < Sn for some n and S = { 1 ,2, . . .  , n } ) and if N <J G and N < G:r for 
some x e S, then N = (e); 

(d) for x e S, fS I = [G : Gx] ; hence lSI divides I GI .  

1. Let G be a group and let In G be the set of all inner automorphisms of  G. Show 
that In G is a normal subgroup of Aut G. 

8. Exhibit an automorphism of Z6 that is not an inner automorphism. 

9. If G I C( G) is cyclic, then G is abelian. 

10. Show that the center of S4 is (e) ; conclude that S4 is isomorphic to the group of 
all inner automorphisms of s4. 

1 1 .  Let G be a group containing an element a not of order 1 or 2. Show that G has a 
nonidentity automorphism. [Hint: Exercise 1 .2.2 and Corollary 4.7.] 

1 2 .  Any finite group is isomorphic to a subgroup of An for some n. 

1 3 .  If a group G contains a subgroup (� G) of finite index, it contains a normal sub� 
group (� G) of finite index. 

14 .  If I Gl = pn, with p > n, p prime, and H is a subgroup of order p, then H is 
normal in G. 

1 5. If a normal subgroup N of order p (p prime) is contained in a group G of order 
pn, then N is in the center of G. 

5. THE SYLOW THEOREMS 

Nonabelian finite groups are vastly more complicated than finite abelian groups, 
which were completely classified (up to isomorphism) in Section 2. The Sylow Theo� 
rems are a basic first step in understanding the structure of an arbitrary finite group. 

Our motivation is the question :  if a positive integer m divides the order of a group 
G, does G have a subgroup of order m? This is the converse of Lagrange�s Theorem 
1 .4.6. It is true for abelian groups (Corollary 2.4) but may be false for arbitrary 
groups (Exercise 1.6.8). We first consider the special case when m is prime (Theorem 
5.2), and then proceed to the first Sylow Theorem which states that the answer to our 
question is affirmative whenever m is a power of a prime. This leads naturally to a 

I 
I 
. 

' 
J 
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discussion of subgroups of maximal prime power order (second and third Sylow 
Theorems). 

Lemma 5.1. If a group H of order pn (p prime) acts on a finite set S and if 
So = { x e S I hx = x for all h e H), then lS I = ISol (mod p). 

REMARK. This lemma (and the notation S0) will be used frequently in the 
sequel.4 

PROOF OF 5.1. An orbit x contains exactly one element if and only if x e So. 
Hence S can be written as a disjoint union S = S0 U .Xt U .X2 U · · · U .Xn, with 
lxil > 1 for all i. Hence lSI = ISol + lxt l  + Jx2! + · · · + Jx, J  Now p l lxil for each i 
since jxil > 1 and lxil = [H : Hx,] divides IHI = pn. Therefore ]S] = ]So] (mod p). • 

Theorem 5.2. (Cauchy) lfG is a finite group whose order is divisible by a prime p, 
then G contains an element of order p. 

PROOF. (J. H. McKay) Let S be the set of p-tuples of group elements 
{ (a.,a2, • • •  , ap) I ai e G and a1a2 · · · ap = e } . Since ap is uniquely determined as 
(ata2 · · · ap_.)-1, it fol lows that lSI = np-1, where I G j  = n. Since p I n, lSI = 0 (mod p). 
Let the group Zp act on S by cyclic permutation ; that is, for k e Zp, k(a1,a2, . . .  , ap) 
= (ak+t,ak+2, . . .  , ap,ah . . .  , ak)- Verify that (ak+hak+2, . . .  , ak) e S (use the fact that 
in a group ab = e implies ba = (a-1a)(ba) = a-1(ab)a = e). Verify that for O.,k,k' eZp 
and x e S, Ox = x and (k + k')x = k(k'x) (additive notation for a group action on 
a set !). Therefore the action of Z P on S is well defined. 

Now (at, . . .  , ap) e S0 if and only if a1 = a2 = · · · = ap; clearly (e,e, . . .  , e) e So 
and hence ISol r! 0. By Lemma 5.1 , 0 = lSI = ISo] (mod p). Since ]So] r! 0 there 
must be at least p elements in S0; that is, there is a r! e such that (a,a, . . .  , a) e So 
and hence aP = e. Since p is prime, fa] = p. • 

A group in which every element has order a power ( > 0) of some fixed prime p is 
called a p-group. If H is a subgroup of a group G and H is a p-group, H is said to be 
a p-subgroup of G. In particular (e) is a p-subgroup of G for every prime p since 
J (e) ] = 1 = p0• 

Corol lary 5.3. A finite group G is a p-group if and only if iGI is a power ofp. 

PROOF. If G is a p-group and q a prime which divides I GI ,  then G contains an 
element of order q by Cauchy·s Theorem. Since every element of G has order a power 
of p, q = p. Hence I Gl is a power of p. The converse is an immediate consequence of 
Lagrange's Theorem 1 .4.6. • 

41 am indebted to R. J. Nunke for suggesting this line of proof. 
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Corol la ry 5.4. The center C(G) of a nontrivial finite p-group G contains more than 
one element. 

PROOF. Consider the class equation of G (see page 91) :  

I GI = I C(G) [ + }:  [G : Ca(xi)] . 

Since each [G : C0(xi)] > 1 and divides I GI = pn (n > 1), p divides each [G : Co(xi)] 
and IG I  and therefore divides I C(G) I .  Since j C(G)[ > 1 ,  C(G) has at least p ele
ments. • 

Lem ma 5.5. If H is a p-subgroup of a finite group G, then [No(H) : H] == [G : H] 
(mod p). 

PROOF. Let S be the set of left cosets of H in G anc let H act on S by (left) 
translation. Then lSI = [G : H]. Also, 

xH e So � hxH = xH for all h e  H 
¢=> x-1hxH = H for all h e  H � x-1hx e H for all h e  H 

¢=> x-1Hx = H ¢=> xHx-1 = H � x e No(H). 

Therefore !Sol is the number of cosets xH with x e No( H); that is, !Sol = [N0(H) : H] . 
By Lemma 5 . 1  [No( H) : H] = /So[ = [Sj = [ G : H] (mod p). • 

Corollary 5.6. /fH is p-subgroup of a finite group G such that p divides [G : H], then 
Na(H) � H. 

PROOF. 0 = [G : H] = [No(H) : H] (mod p). Since [N0(H) : H] > 1 1n any 
case, we must have [No(H) : H) > 1 .  Therefore N0(H) � H. • 

Theorem 5.7. (First Sylow Theorem) Let G be a group of order pnm, with n > 1 ,  p 
prime, and (p,m) = 1 .  Then G contains a subgroup of order pi for each 1 < i < n and 
every subgroup of G of order pi (i < n) is normal in some �ubgroup of order pH1• 

PROOF. Since p I I  Gl, G contains an element a, and therefore, a subgroup (a) of 
order p by Cauchy"s Theorem. Proceeding by induction assume H is a subgroup of G 
of order pi (1 < i < n). Then p I [ G : H] and by Lemma 5.5 and Corollary 5.6 H is 
normal in N0(H), H ¢ N0(H) and I < [NG(H)/ H/ = [N0(H) : H] = [G : H] == 0 
(mod p). Hence p I I No(H)J H I and N0(H)j H contains a subgroup of order p as 
above. By Corollary 1 .5 . 1 2  this group is of the form H./ H where H. is a subgroup of 
No(H) containing H. Since H is normal in N0(H), H is necessarily normal in H • .  

Finally [ Ht l  = IH/ I Ht/H/ = p1p = p1+1• • 

A subgroup P of a group G is said to be a Sylow p-subgroup (p prime) if P is a 
maximal p-subgroup of G (that is, P < H < G with H a p-group implies P = H). 
Sylow p-subgroups always exist, though they may be trivial, and every p-subgroup �· is contained in a Sylow p-subgroup (Zorn's Lemma is needed to show this for infinite 
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groups). Theorem 5. 7 shows that a finite group G has a nontrivial Sylow p-subgroup 
for every prime p that divides I Gl .  Furthermore, we have 

Corol lary 5.8. Let G be a group oforder pnm with pprime, n > 1 and(m,p) = l . Let 
H be a p-subgroup ofG. 

(i) H is a Sylow p-subgroup ofG if and only if IH I = pn. 
(ii) Every conjugate of a Sylow p-subgroup is a Sylow p-subgroup. 
(iii) If there is only one Sylow p-subgroup P, then P is normal in G. 

SKETCH OF PROOF. (i) Corollaries 1.4.6 and 5.3 and Theorem 5.7. (ii) Exer
cise 1.5.6 and (i). (iii) follows from (ii). • 

As a converse to Corollary 5 .8 (ii) we have 

Theorem 5.9. (Second Sylow Theorem) lfH is a p-subgroup of a finite group G, and 
P is any Sylow p-subgroup ofG, then there exists x e G such that H < xPx-1• In par
ticular, any two Sylow p-subgroups ofG are conjugate. 

PROOF. Let S be the set of left cosets of P in G and let H act on S by (left) trans
lation. ISol = lSI = [G : P] (mod p) by Lemma 5. 1 .  But Pt[G : P] ; therefore 
!So l � 0 and there exists xP e So. 

xP e S0 � hxP = xP for all h e H 
� x-1hxP = P for all h e  H {:=} x-1Hx < P {=:} H < xPx-1• 

If H is a Sylow p-subgroup IHI = IPI = lxPx-11 and hence H = xPx-
1

• • 

Theorem 5.10. (Third Sylow Theorem) JfG is a finite group and p a prime, then the 
nwnber of Sylow p-subgroups of G divides IGI and is of the form kp + 1 for some 
k > 0. 

PROOF. By the second Sylow Theorem the number of Sylow p-subgroups is the 
number of conjugates of any one of them, say P. But this number is [ G : No(P)], a 
divisor of I Gl ,  by Corollary 4.4. LetS be the set of all Sylow p-subgroups of G and let 
P act on S by conjugation. Then Q e S0 if and only if xQx-• = Q for all x e P. The 
latter condition holds if and only if P < No( Q). Both P and Q are Sylow p-subgroups 
of G and hence of No( Q) and are therefore conjugate in No( Q). But since Q is normal 
in Na(Q), this can only occur if Q = P. Therefore, S0 = { P } and by Lemma 5. 1 ,  
lSI = !Sol = 1 (mod p). Hence lSI = kp + 1 .  • 

Theorem 5. 11. If P is a Sylow p-subgroup of a finite group G, then NG(NG(P)) 
= No(P). 

PROOF. Every conjugate of P is a Sylow p-subgroup of G and of any subgroup 
of G that contains it. Since P is normal in N = Na(P), P is the only Sylow p-subgroup 
of N by Theorem 5.9. Therefore, 
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x E NG(N) ==} xNx-1 = N ==} xPx-1 < N ==} xPx-1 = P � x E N. 

Hence NG(NG(P)) < N; the other inclusion is obvious. • 

E X E R C I S E S 
1 .  If N <J G and N, GIN are both p-groups, then G is a p-group. 

2. If G is a finite p-group, H <J G and H y6. (e), then H n C(G) y6. (e). 

3. Let / G /  = pn. For each k, 0 < k < n, G has a norn1al subgroup of order pk. 

4. If G is an infinite p-group (p prime), then either G has a subgroup of order pn for 
each n > 1 or there exists m E N* such that every finite subgroup of G has order 
< pm. 

5 .  If P is a normal Sylow p-subgroup of a finite group G and f : G ---+ G is an endo-
morphism, then f(P) < P. ; 

6. If H is a normal subgroup of order pk of a finite group G, then H is contained in 
every Sylow p-subgroup of G. 

7. Find the Sylow 2-subgroups and Sylow 3-subgroups of S3, S4, S5. 

8. If every Sylow p-subgroup of a finite group G is normal for every prime p, then G 
is the direct product of its Sylow subgroups. 

9. If / Gl = pnq, with p > q primes, then G contains a unique normal subgroup of 
index q. 

10. Every group of order 1 2, 28, 56, and 200 must contain a normal Sylow subgroup, 
and hence is not simple. 

1 1 .  How many elements of order 7 are there in a simple group of order 1 68? 

1 2. Show that every automorphism of S4 is an inner automorphism, and hence 
S4 t"o../ Aut S4. [Hint: see Exercise 4 . 10. Every automorphism of S4 induces a per
mutation of the set { Pt,P2,P3,P4 } of Sylow 3-subgroups of S4• If fc Aut S4 has 
f(Pi) = Pi for all i, then f = I s4.) 

1 3. Every group G of order p2 (p prime) is abelian [Hint: Exercise 4.9 and Corollary 
5 .4) . 

6. CLASSI FICATION OF FIN ITE GROUPS 

We shall classify up to isomorphism all groups of order pq (p,q primes) and all 
groups of small order (n < 15). Admittedly, these are not very far reaching results ; 
but even the effort involved in doing this much will indicate the difficulty in deter
mining the structure of an arbitrary (finite) group. The results of this section are not 
needed in  the sequel . 

Proposition 6.1.  Let p and q be prin1es such that p > q. If q1'p - 1 ,  then every 
group of order pq is isomorphic to the cyclic group z!JQ• If q I p - 1 '  then there are (up 

I 

j 
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to iso1norphisn1) exactly two distinct groups of order pq: the cyclic group Zpq and a non
abelian group K generated by elements c and d such that 

l e i = p; ld l  = q ;  

where s 1:- 1 (n1od p) and sq == 1 (mod p). 

SKETCH OF PROOF. A nonabelian group K of order pq as described in the 
proposition does exist (Exercise 2). Given G of order pq, G contains elements a,b 
with Ia I = p, lb l  = q by Cauchy's Theorem 5.2. Furthermore, S = (a) is normal in G 
(by Corollary 4 . 10 or by counting Sylow p-subgroups, as below). The coset bS has 
order q in the group G/S. Since IG/S I = q, G/S is cyclic with generator bS, 
GIS = (bS). Therefore every element of G can be written in the form biai and 
G = (a,b). 

The number of Sylow q-subgroups is kq + 1 and divides pq. Hence it is 1 or p. If  it 
is I (as it must be if q .f p - 1 ), then (b) is also normal in G. Lagrange's Theorem I .4.6 
shows that (a) n (b) = (e). Thus by Theorems I.3 .2, 1.8.6, I.8. IO  and Exercise 1.8.5, 
G = (a) X (b) � Zp EB Zq � Zpq· If the number is p, (which can only occur if 
p I  q - 1), then bab-1 = ar (since (a) <J G) and r � 1 (mod p) (otherwise G would 
be abelian by Theorem 1.3.4(v) and hence have a unique Sylow q-subgroup). Since 
bab-1 = ar, it follows by induction that biab-i = ar1• In particular for j = q, a = arq, 
which implies � = 1 (mod p) by Theorem 1.3.4 (v). 

In order to complete the proof we must show that if q I p - 1 and G is the non
abelian group described in the preceding paragraph, then G is  isomorphic to K. We 
shall need some results from number theory. The congruence xq == 1 (mod p) has 
exactly q distinct solutions modulo p (see J. E. Shockley [5 1 ;  Corollary 6. 1 ,  p. 67]). If 
r is a solution and k is the least positive integer such that rk = 1 (mod p), then k I q 
(see J.E. Shockley [5 1 ;  Theorem 8, p. 70]). In our case r � 1 (mod p), whence k = 

q. It follows that 1 ,r,r2, • • •  , rr1 are all the distinct solutions modulo p of xq = 1 
(mod p). Consequently, s = rt (mod p) for some t (1 < t < q - 1) .  If ht = b' e G, 
then l bd = q. Our work above (with b1 in place of b) shows that G = (a,b1) ;  that 
every element of G can be written btiai; that la l  = p ;  and that btabt-1 Je::: b1ab-• 
= art = as (Theorem I.3.4(v)). Therefore, b1a = a8b1• Verify that the map G ---7 K 
given by a �  c and b1 � d is an isomorphism. • 

Corollary 6.2. /fp is an odd prime, then every group of order 2p is isomorphic either 
to the cyclic group Z2v or the dihedral group Dp. 

PROOF. Apply Proposition 6.1  with q = 2. If G is not cyclic, the conditions on s 
imply s = - 1  (mod p). Hence G = (c,d), ldl = 2, l ei = p, and de = c-1d by 
Theorem 1.3.4(v). Therefore, G � DP by Theorem 1.6. 1 3 . • 

Proposition 6.3. There are (up to isomorphism) exactly two distinct nonabelian 
groups of order 8 :  the quaternion group Qs and the dihedral group D4• 

REMARK. The quaternion group Qs is described in  Exercise 1.2.3. 
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SKETCH OF PROOF OF 6.3. Verify that D4 � Qs (Exercise 1 0). If a group G 
of order 8 is nona belian, then it cannot contain an element of order 8 or have every 
nonidentity element of order 2 (Exercise 1 . 1  . 1 3). Hence G contains an element a of 
order 4. The group (a) of index 2 is normal. Choose b + (a). Then b2 E (a) since 
/ G/(a)! = 2. Show that the only possibilities are b2 = a2 or b2 = e. Since (a) is nor
mal in G, bab-1 c (a) ; the only possibility is bab-1 = a8 = a-1• It follows that every 
element of G can be written biaJ. Hence G = (a,b).  In one case we have lal = 4, 
b2 = a2, ba = a-1b, and G ""  Qs by Exercise 1 .4. 14. ; i n  the other case, lal = 4, 
/bl = 2, ba = a-1b and G "" D4 by Theorem 1 .6. 1 3 . • 

Pro position 6.4. There are (up to isomorphism) exactly three distinct nonabelian 
groups of order 1 2 :  the dihedral group D6, the alternating group A4, and a group T 
generated by elen1ents a,b such that /a I = 6, b2 = as, and ba = a-1b . 

SKETCH OF PROOF. Verify that there is a group T of order 12 as stated 
(Exercise 5) and that no two of Ds,A4,T are isomorphic (Exercise 6). If G is a non
abelian group of order 1 2, let P be a Sylow 3-subgroup of G. Then IP/ = 3 and 
[ G : P] = 4. By Proposition 4.8 there is a homomorphism f : G ---+ S4 whose kernel 
K is contained in P, whence K = P or (e). If K = (e), fis a monomorphism and G is 
isomorphic to a subgroup of order 1 2  of S4, which must be A4 by Theorem 1.6.8. 
Otherwise K = P and P is normal in G. In this case P is the unique Sylow 3-subgroup. 
Hence G contains only two elements of order 3 .  If c is one of these, then 
(G : Ca(c)] = 1 or 2 since [G  : Ca(c)] is the number of conjugates of c and every con
jugate of c has order 3 .  Hence Ca(c) is a group of order 1 2  or 6. In either case there 
is d c Ca(c) of order 2 by Cauchy's Theorem. Verify that led/ = 6. 

Let a = cd; then (a) is normal in G and / G/(a)l = 2 .  Hence there is an element 
b c G such that b '  (a), b � e, b2 E (a), and bab-1 c (a). Since G is nonabelian and 
/a/ = 6, bab-1 = a5 = a-1 is the only possibility ; that is, ba = a-1b. There are six 
possibilities for !J2 c (a). !J2 = a2 or b2 = a4 lead to contradictions ; b2 = a or b2 = a5 
imply /b l = 1 2 and G abelian . Therefore, the only possibilities are 

(i) /a /  = 6; b2 = e; ba = a-1b, whence G "" D6 by Theorem 1 .6. 1 3 ;  
(ii) Ia !  = 6 ;  b2 = as; ba = a-1b, whence G ""  T by Exercise 5(b). • 

The table below lists (up to isomorphism) all distinct groups of small order. There 
are 1 4  distinct groups of order 16  and 5 1  of order 32 ; see M.  Hall and J.K. Senior 
[ 16]. There is no known formula giving the number of distinct groups of order n, 
for every n. 

Order Distinct Groups Reference 
1 (e) 
2 z2 Exercise I.4.3 
3 Za Exercise I .4.3 
4 z2 E:B Z2, z4 Exercise 1 .4.5 
5 z6 Exercise I .4.3 
6 Z6, Da Corollary 6.2 
7 z1 Exercise 1.4.3 
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Order Distinct Groups Reference 
8 Z2 EB Z2 EB Z2, Z2 EB z4, Zs, Qs, D4 Theorem 2. 1  and 

Proposition 6.3 
9 Za EBZa, z9 Exercise 5 . 1 3  and 

Theorem 2 . 1  
10  Z1o, Dfl Corollary 6.2 
1 1  Zu Exercise 1 .4.3 
1 2  z2 EB z6, Z12, A4, D6, T Theorem 2. 1  and 

Proposition 6.4 
1 3  Zta Exercise 1.4.3 
14 Zt4, D1 Corollary 6.2 
15 Zts Proposition 6.1 

EX E R C I S E S 
1 .  Let G and H be groups and 8 : H � Aut G a homomorphism. Let G Xe H be the 

set G X H with the following binary operation : (g,h)(g',h') = (g[8(h)(g')],hh'). 
Show that G Xe H is a group with identity element (e,e) and (g,h)-1 = 
(8(h-l)(g-1),h-1). G Xe H is called the sernidirect product of G and H. 

2. Let Cp = (a) and C(j = (b) be (multiplicative) cyclic groups of prime orders p and 
q respectively such that p > q and q / p - 1 .  Let s be an integer such that s � 1 
(mod p) and sq = 1 (mod p), which implies s =/ 0 (mod p). Elementary number 
theory shows that such an s exists (see J.E. Shockley [51 ; Corollary 6. 1 ,  p. 67]). 

(a) The map a : C p ---. Cp given by ai � �i is an automorphism. 
(b) The map 0 :  C0 � Aut Cp given by O(bi) = ai (a as in part (a)) is a homo

morphism (a0 = 1 cp). 
(c) If we write a for (a,e) and b for (e,b), then the group CP Xe Cq (see Exer

cise 1) is a group of order pq, generated by a and b subject to the relations: 
/al = p, lb /  = q, ba = a8b, where s 'f 1 (mod p), and sq = 1 (mod p). The group 
Cp Xe Cq is called the rnetacyclic group. 

3.  Consider the set G = { ± 1 ,±i,±j,±k } with multiplication given by ,-2 = 1"2 = k2 
= - 1 ;  ij = k;  jk = i, ki  = j; ji = - k, kj = -i, ik = -j, and the usual rules 
for multiplying by ± 1 .  Show that G is a group isomorphic to the q uaternion 
group Qs. 

4. What is the center of the quaternion group Q8? Show that Qs/ C( Qs) is abelian. 

5.  (a) Show that there is  a nonabelian subgroup T of S3 X Z4 of order 1 2  generated 
by elements a,b such that Ja l  = 6, a3 = b2, ba = a-1b. 
(b) Any group of order 1 2  with generators a,b such that /a/ = 6, a3 = lr, 
ba = a-1b is isomorphic to T. 

6. No two of D6, A4, and T are isomorphic, where T is the group of order 1 2  de
scribed in Proposition 6.4 and Exercise 5 .  

7 .  If G is a nonabelian group of order p3 (p prime), then the center of G is the sub
group generated by all elements of the form aba-1b-1 (a,b e G). 

8. Let p be an odd prime. Prove that there are, at most, two nonabelian groups of 
order p3• [One has generators a,b satisfying Jal = p2; /b /  = p ;  b-1ab = a1+P; 
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the other has generators a,b,c satisfying lal = lb l  = Jc l = p; c = a-1b-1ab; 
ca = ac; cb = be.] 

9. Classify up to isomorphism all groups of order 1 8 . Do the same for orders 20 
and 30. 

1 0. Show that D4 is not isomorphic to Qs. [Hint: Count elements of order 2.] 

7. N I LPOTENT AND SOLVABLE G ROU PS 

Consider the following conditions on a finite group G. 

(i) G is the direct product of its Sylow subgroups. 
(ii) lfm divides IG I ,  then G has a subgroup of order m. 

(iii) If IGI = mn with (m,n) = 1 ,  then G has a subgroilp of order m. 

Conditions (ii) and (iii) may be considered as modifications of the First Sylow Theo
rem. It is not difficult to show that (i) � (ii) and obviously (ii) => (iii). The fact that 
every finite abelian group satisfies (i) is an easy corollary of Theorem 2.2. Every p
group satisfies (i) trivially. On the other hand, A4 satisfies (iii) but not (ii), and S3 
satisfies (ii) but not (i) (Exercise 1) .  Given the rather striking results� achieved thus 
far with finite abelian and p-groups, the classes of groups satisfying (i), (ii), and (iii) 
resPectively would appear to be excellent candidates for investigation. We shall re
strict our attention to those groups that satisfy (i) or (iii). 

We shal l first define nilpotent and solvable groups in terms of certain "'normal 
seriesn of subgroups. In the case of finite groups, nilpotent groups are characterized 
by condition (i) (Proposition 7 .5) and solvable ones by condition (iii) (Proposition 
7. 14).  This approach will also demonstrate that there is a connection between nil
potent and solvable groups and commutativity. Other characterizations of nilpotent 
and solvable groups are given in Section 8. 

Our treatment of solvable groups is purely group theoretical. Historically, how
ever, solvable groups first occurred in connection with the problem of determining 
the roots of a polynomial with coefficients in a field (see Section V .9) . 

Let G be a group. The center C( G) of G is a normal subgroup (Corollary 4. 7). 
Let C�G) be the inverse image of C(G/C(G)) under the canonical projection 
G � G/C(G). Then by (the proof of) Theorem 1 .5 . 1 1 C2(G) is normal in G and con
tains C(G}. Continue this process by defining inductively: C1(G) = C(G) and Ci(G) 
is the inverse image of C(G/Ci-t(G)) under the canonical projection G � G/Ci-I(G). 
Thus we obtain a sequence of normal subgroups of G, called the ascending central 
series of G: (e) < C1(G) < Ci_G) < · · · .  

Defin ition 7 .1. A group G is nilpotent ifCn(G) = G for some n. 

Every abelian group G is nilpotent since G = C( G) = C1( G). 

Theorem 7 .2. Every finite p-group is nilpotent. 
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PROOF. G and all its nontrivial quotients are p-groups� and therefore, have non
trivial centers by Corollary 5.4. This implies that if G � Ci( G), then Ci( G) is strictly 
contained in Ci+t( G). Since G is finite, Cn( G) must be G for some n. • 

Theorem 7 .3.  The direct product of a finite nun1ber of nilpotent groups is nilpotent. 

PROOF. Suppose for convenience that G = H X K, the proof for more than 
two factors being similar. Assume inductively that Ci(G) = Ci(H) X Ci(K) (the 
case i = 1 is obvious). Let 7rJI be the canonical epimorphism H ---+ H/Ci(H) and 
similarly for 7rK. Verify that the canonical epimorphism cp : G ---+ G/Ci(G) is the 
composition 

where 1r = 1r8 X 7rK (Theorem 1.8. 10), and 1/; is the isomorphism of Corollary 1 .8 . 1 1 .  
Consequently, 

Ci+I(G) = cp-1[C(G/Ci(G))] = 7r-1-.J;-1[C(G/Ci(G))] 

= 1r-1[C(HjCi(H) X K/Ci(K))] 

= 1r-1[C(HjCi(H)) X C(K/Ci(K))] 

= 7ru-1[C(H/Ci(H))] X 1rK-1[C(K/Ci(K))] 

= c,+l(H) x c,+.(K). 

Thus the inductive step is proved and Ci( G) = Ci(H) X Ci(K) for all i. Since H,K 
are nilpotent, there exists n c N* such that Cn(H) = H and Cn(K) = K, whence 
Cn( G) = H X K = G. Therefore, G is nilpotent. • 

Lem ma 7.4. If H is a proper subgroup of a nilpotent group G, then H is a proper sub
group of its norntalizer No(H). 

PROOF. Let Co(G) = (e) and let n be the largest index such that Cn(G) < H; 
(there is such an n since G is nilpotent and H a proper subgroup) . Choose a € Cn+I( G) 
with a t  H. Then for every h E  H, C11ah = (Cna)(Cnh) = (Cnh)(Cna) = C7lht1 in 
G!Cn(G) since Cna is in the center by the definition of Cn+1(G). Thus ah = h'ha, 
where h' E Cn( G) < H. Hence aha-1 c H and a c Na(H).  Since a f H, H is a proper 
subgroup of Na(H). • 

Proposition 7.5. A finite group is nilpotent if and only if it is the direct product of its 
Sylow subgroups. 

PROOF. If G is the direct product of its Sylow p-subgroups, then G is nilpotent 
by Theorems 7.2 and 7.3. If G is nilpotent and P is a Sylow p-subgroup of G for some 
prime p, then either P = G (and we are done) or P is a proper subgroup of G. In the 
latter case P is a proper subgroup of No(P) by Lemma 7 .4. Since N0(P) is its own 
normalizer by Theorem 5 . 1 1 ,  we must have N0(P) = G by Lemma 7.4. Thus P is 
normal in G, and hence the unique Sylow p-subgroup of G by Theorem 5.9. Let 
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I G I = P1 ni . • •  Pk nk (pi distinct primes' ni > 0) and let p I,P 2t • • •  ' p k be the corre
sponding (proper normal) Sylow subgroups of G. Since I Pi I = Pini for each i, 
pi n pi = (e) for i :;e. j. By Theorem I.5.3 xy = yx for every X € Pi, y € P; (i � j). 
It follows that for each i, P1P2 · · - Pi-1pi+1 . · -Pk is a subgroup in which every element 
has order dividing Ptnl . . ·p�!!1P�:;1 · . ·pknk. Consequently, pi n (Pt • . . pi_Ipi+l ' . ·Pk) 
= (e) and P1P2 · · · Pk = P1 X · · · X Pk . Since I G ! = Ptn1 •  • ·pknk = IP1 X · · ·  X Pkl 
= IPt · · ·Pkl we must have G = P1P2 · · ·Pk = P1 X · · ·  X Pk. • 

Corol lary 7.6. lfG is a finite nilpotent group and m divides /GJ ,  then G has a sub
group of order m. 

PROOF. Exercise. • 

, 
Defin ition 7.7. Let G be a group. The subgroup of G generated by the set 
{ aba-tb-1 J a,b c G J is called the commutator subgroup ofG and denoted G'. 

The elements aba-1b-1 (a,b c G) are called commutators. The commutators only 
generate G', so that G' may well contain elements that are not commutators. G is 
abelian if and only if G' = (e). In a sense, G' provides a measure of how much G 
differs from an abelian group. 

Theorem 7 .8. lfG is a group, then G' is a normal subgroup ofG and G/G' is abelian. 
lfN is a normal subgroup ofG, then G/N is abelian if and only ifN contains G'. 

PROOF. Let f : G � G be any automorphism. Then 

f(aba-•b-1) = f(a) f(b) f(a)-1f(b)-1 c G'. 

It follows that f(G') < G'. In particular, if fis the automorphism given by conjuga
tion by a c G, then aG' a-1 = f( G') < G', whence G' is normal in G by Theorem I .5 . 1 .  
Since (ab )(ba)-1 = aba-Ib-1 c G', abG' = baG' and hence GIG' is abelian. If GIN is 
abelian, then abN = baN for all a,b c G, whence ab(ba)-1 = aba-·•b-1 c N. There
fore, N contains all commutators and G' < N. The converse ·is easy. • 

Let G be a group and let G(t) be G' . Then for i > I ,  define G< i > by G<i) = ( GCi-l))'. 

G<i) is called ith derived subgroup of G. This gives a sequence of subgroups of G, 
each normal in the preceding one: G > cu) > G<2> > . · · . Actually each G<i) is a 
normal subgroup of G (Exercise 1 3) .  

Defin ition 7.9. A group G is said to be solvable ifG <n) = (e) for some n. 

Every abelian group is trivially solvable. More generally, we have 

Proposition 7 .10. Every nilpotent group is solvable. 
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PROOF. Since by the definition of Ci(G) Ci(G)/Ci-l(G) = C(G/Ci-l(G)) is 
abelian, Ci(G)' < Ci-1(G) for all i > 1 and C1(G)' = C(G)' = (e). For some n, 
G = Cn(G). Therefore, C(G/Cn-t(G)) = Cn(G)/Cn-I(G) = G/Cn_.(G) is abelian 
and hence GU> = G' < Cn-t( G). Therefore, G<2> = GU)I < Cn-t( G)' < Cn-i G); 
similarly G(a> < Cn-2(G)' < Cn-3(G) ; . . .  , G<n-t> < CiG)' < c.(G) ; G<n> < Ct(G)' 
= (e). Hence G is solvable. • 

Theorem 7.11. (i) Every subgroup and every hon1omorphic image of a solvable group 
is solvable. 

(ii) IfN is a norn1al subgroup of a group G such that N andGjN are solvable, then 
G is solvable. 

SKETCH OF PROOF. (i) lf f : G ---+ H is a homomorphism [epimorphism], 
verify that f(G<i>) < H<i> [f(G<'>) = H<i>J for all i. Suppose fis an epimorphism, and 
G is solvable. Then for some n, (e) = f(e) = f(G <n>) = H<n>, whence H is solvable. 
The proof for a subgroup is similar. 

(ii) Let f : G ---+ GIN be the canonical epimorphism. Since GIN is solvable, for 
some n f(G<n>) = (G/ N)<n> = (e). Hence G<n> < Ker f = N. Since G<n> is solvable 
by (i), there exists k E N *  such that G<n+k> = ( G<n>)<k> = (e). Therefore, G is 
solvable. • 

Corol lary 7 .12. Ifn > 5, then the symmetric group Sn is not solvable. 

PROOF. If Sn were solvable, then An would be solvable. Since An is nonabelian, 
A.,/ � ( 1 ) .  Since An' is normal in An (Theorem 7 .8) and An is simple (Theorem 
1.6. 10), we must have An' = An. Therefore An<i> = An -:;! ( 1 )  for aU i > 1 ,  whence An 
is not solvable. • 

NOTE. The remainder of this section is not needed in  the sequel. 

In order to prove a generalization of the Sylow theorems for finite solvable 
groups (as mentioned in the first paragraph of this section) we need some definitions 
and a lemma. A subgroup H of a group G is said to be characteristic [resp. fully in
variant] if f(H) < H for every automorphism [resp. endomorphism] f : G ---+ G. 
Clearly every fully invariant subgroup is characteristic and every characteristic sub
group is normal (since conjugation is an automorphism). A minimal normal subgroup 
of a group G is a nontrivial normal subgroup that contains no proper subgroup 
which is normal in G. 

Lem ma 7.13. Let N be a normal subgroup of a finite group G and H any sub
group ofG. 

(i) IJH is a characteristic subgroup ofN, then H is norn1al in G. 
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(ii) Every nonnal Sylow p-subgroup ofG is ful(v int·ariant. 
(iii) lfG is so/cable and N is a n1ini11tal nor�nal subgroup. then N is an abelian p

group for so111e pri111e p.  

PROOF. (i) Since aNa-1 = N for a l l  a f G, conjugation by a is an automor
phism of N. Since H is characteristic in N, aHa-1 < H for a l l  a f G. Hence H is 
normal in G by Theorem I .5 . 1  . 

( i i)  i s  an exercise. (ii i) It is easy to see that N' is ful ly i nvariant i n  N, whence N' is  
normal in G by (i) .  Since N is a minima l  normal subgroup, either N' = (e) or 
N' = N. Since N is solvable (Theorem 7 . 1 1 ) , N' � N. Hence N' = (e) and N is a 
nontrivial abelian group. Let P be a nontrivia l Sylow p-subgroup of N for some 
prime p. Since N is abelian, P is normal in N and hence fully invariant in  N by (ii). 
Consequently P is normal in G by (i). Since N is minima l and P nontrivial we must 
have P = N. • 

-. 

Proposition 7 .14. (P. Hall) Ler G be a finite soh·able group of order mn, with 
(m,n) = I .  Then 

(i) G contains a subgroup of order m ;  
(ii) any rwo subgroups ofG of order m are conjugate: 
(iii) any subgroup of G of order k, where k I m, is contained in a subgroup of 

order m . 

REMARKS. If 111 is a prime power, this theorem merely restates several results 
contained in the Sylow theorenls. P. Ha l l  has also proved the converse of (i) : if G is a 
finite group such that whenever I Gl = 1nn with (n1,n) = I ,  G has a subgroup of order 
111 , then G is solvable. The proof is beyond the scope of this book (see M.  Hal l  [ 1 5 ;  
p. 143]). 

PROOF OF 7.14. The proof proceeds by induction on ! G I ,  the orders < 5 
being trivia l .  There are two cases. 

CASE 1 .  There is a proper normal subgroup H of G whose order is not divisible 
by n. 

(i) I HI = n11n1, where 1111 I 111, n1 J n, and n, < n. Gj H is a solvable group of order 
(n1/n1t}(n/n1) < 1nn, with (rnjn1 � ,njn1) = 1 .  Therefore by i nduction Gj H contains a 

subgroup A/ H of order (!n/11t t) (where A is a subgroup of G - see Corollary 1.5 . 1 2). 
Then I A I  = I HI [ A : HJ = (n1 tnt)(n1/ln 1) = 1nn1 < n1n. A is solvable (Theorem 7 . 1 1 )  
and by induction contains a subgroup of order nr. 

(i i) Suppose B,C are subgroups of G of order n1. Since H is normal in G, HB is a 

subgroup (Theorem 1.5.3), whose order k necessarily divides I G/ = 111n. Since 
k = I HEI = I HI IBI/ / H  n B/ = 11ltnti11/ /H n B l ,  we have k ' H  n Bl  = 111tfltl11 , 
whence k I 111 1ntn1. Since (nt�,n) = 1 ,  there are integers x,y such that m .x + ny = 1 ,  
and hence nultnltX + 111n1ny = 111n , .  Consequently k / rnn1 . By Lagrange"s Theorem 
1.4.6 111 = IB/  and 11l tn1 = r H/ divide k .  Thus (nl,n) = 1 implies nlnt I k .  Therefore 
k = 1nn1 ; simi larly � HCI = n1n1. Thus HB/ H and HC/ H are subgroups of G/ H of 
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order '11/mt . By induction they are conjugate : for some x e Gj H (where x is the coset 
of x e G), x(HB/ H)x� 1 = HC/ H. It follows that xHBx-• = HC. Consequently 
xBx-1 and C are subgroups of HC of order m and are therefore conjugate in HC by 
induction. Hence B and C are conjugate in G. 

(iii) If a subgroup K of G has order k dividing m, then HK/ H � Kj H n K has 
order dividing k .  Since HK/ H is a subgroup of Gj H, its order also divides I G/ H I 
= (nt/n1t)(n/n.) . (k,n) = I implies that the order of HK/ H divides nz/mt .  By induc
tion there is a subgroup A/ H of Gj H of order n1/m1 which contains HK/ H (where 
A < G as above). Clearly K is a subgroup of A .  Since 11 1 = I HI /A/ H I = nztnl(m/nZI) 
= n1n1 < n1n, K is contained in a subgroup of A (and hence of G) of order m by in
duction. 

CASE 2. Every proper normal subgroup of G has order divisible by n. If H is a 
minimal normal subgroup (such groups exist since G is finite), then /HI = pT for 
some prime p by Lemma 7. 1 3  (iii). Since (m.,n) = 1 and n [ [H [ ,  it follows that 
n = pr and hence that H is a Sylow p-subgroup of G. Since H is normal in G, H is the 
unique Sylow p-subgroup of G. This argument shows that H is the only minimal 
normal subgroup of G (otherwise n = pT and n = qs for distinct primes p,q). In  par
ticular, every nontrivial normal subgroup ofG contains H. 

(i) Let K be a normal subgroup of G such that Kj H is a minimal normal sub
group of G/ H (Corollary 1 .5 . 12) .  By Lemma 7 . 13  (iii) IK/ H I = q:1 (q prime, q � p), 
so that [KI = Jfqll. Let S be a Sylow q-subgroup of K and let M be the normalizer of S 
in G. We shall show that I Ml = nz. Since H is normal in K, HS is a subgroup of K. 
Clearly H n s = (e) so that I HSI = I HI /SI/ /H  n S/ = pTqs = I K/ ,  whence K = HS. 

Since K is normal in G and S < K, every conjugate of S in G lies in K. Since 
S is a Sylow subgroup of K, all these subgroups are already conjugate in K. Let 
N = N K(S) ; then the number c of conjugates of S in G is [ G : M] = [K : N] by 
Corollary 4.4. Since S < N < K, K > HN > HS = K, so that K = HN and 
c = [G : M] = [K : N] = [HN : N] = [H : H n N] (Corollary 1 .5.9). We shall 
show that H n N = (e), which implies c = [H I  = PT and hence /MI = I GJj [G : M] 
= n1prjpr = m .  We do this by showing first that H n N < C(K) and second that 
C(K) = (e). 

Let x e H n N and k e K. Since K = HS, k = hs (h e H, s e S). Since H is 
abelian (Lemma 7. 1 3  (iii)) and x e H, we need only show xs = sx in order to have 
xk = kx and x E C(K). Now (xsx-1)s--1 e S since x e N = N K(S). But x(sx-1s-1) e H 
since X E H and H is normal in G. Thus xsx-ls-1 E H n s = (e), which implies 
xs = sx. 

It is easy to see that C(K) is a characteristic subgroup of K. Since K is normal in 
G, C(K) is normal in G by Lemma 7. 13  (i). If C(K) ¢ (e), then C(K) necessarily con
contains H. This together with K = HS implies that S is normal in K. By Lemma 
7.1 3 (ii) and (i) S is fully invariant in K and hence normal in G (since K <J G). This 
implies H < S which is a contradiction . Hence C(K) = (e). 

(ii) Let M be as in (i) and suppose B is a subgroup of G of order nz. Now [BKI is 
divisible by IBI = m and IKI = prqs . Since (m,p) = 1 ,  IBK! is divisible by p'"m = nm 
= I Gl .  Hence G = BK. Consequently G I K = BK/ K � B/ B n K (Corollary 1.5 .9), 
which implies that IB n Kl = IBi/ IG/KI = qs. By the Second Sylow Theorem 
B n K is conjugate to S in K. Furthermore B n K is normal in B (since K <J G) and 
hence B is contained in Na(B n K). Verify that conjugate subgroups have conjugate 
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normalizers. Hence No(B n K) and NG(S) = M are conjugate in G. Thus 
INo(B n K)J = IMI = m. But IBI = m;  therefore B < No(B n K) implies 
B = No(B n K). Hence B and M are conjugate . 

(iii) Let D < G, where IDI = k and k I m. Let M (of order m) and H (of order 
pr, with (p,m) = 1 )  be as in (i) . Then D n H = (e) and !DHI = ID I I HI/ ID n HI 
= kpr. We also have J G I = mpr, M n H = (e) and MH = G (since 
JMHj = JMJ I H// IM n HI = mpr = I GI). Hence M(DH) = G and therefore 
JM n DHI = JMj JDHI/ I MDHI = m(kpr)/mpr = k. Let M* = M n DH; then M* 
and D are conjugate (by (ii) applied to the group DH). For some a e G, aM*a-1 = D. 
Since M* < M, D is contained in aMa-1, a conjugate of M, and thus a subgroup of 
order m. • 

We close this section by mentioning a longstanding conjecture of Burnside: every 
finite group of odd order is solvable. This remarkable result was first proved by 
W. Feit and J. Thompson [61 ] in 1 963. 

EX E R C I S E S  
1 .  (a) A4 is not the direct product of its Sylow subgroups, but A4 does have the 

property : mn = 1 2 and (m,n) = 1 imply there is a subgroup of order m. 
(b) S3 has subgroups of orders 1 ,  2, 3, and 6 but is not the direct product of its 
Sylow subgroups. 

2. Let G be a group and a,b e G. Denote the commutator aba-1b-1 e G by [a,b]. 
Show that for any a,b,c, E G, [ab,c] = a[b,c]a- • [a,c] . 

3. If H and K are subgroups of a group G, let (H,K) be the subgroup of G jenerated 
by the elements { hkh-1k-1 I h e H, k e KJ . Show that 

(a) (H,K) is normal in H V K. 
(b) If (H,G') = (e), then (H',G) = (e). 
(c) H <J G if and only if (H,G) < H. 
(d) Let K <J G and K < H; then H/K < C(G/K) if and only if (H,G) < K. 

4. Define a chain of subgroups 'Yi(G) of a group G as follows: 'Y1(G) = G, 
'Y2(G) = (G,G), 'Yi(G) = ('Yi-t(G),G) (see Exercise 3). Show that G is nilpotent if 
and only if 'Ym(G) = (e) for some m. 

5 .  Every subgroup and every quotient group of a nilpotent group is nilpotent. 
[Hint: Theorem 7.5 or Exercise 4.] . 

6. (Wielandt) Prove that a finite group G is nilpotent if and only if every maximal 
proper subgroup of G is normal .  Conclude that every maximal proper subgroup 
has prime index. [Hint: if P is a Sylow p-subgroup of G, show that any subgroup 
containing No(P) is its own normalizer ; see Theorem 5. 1 1 .] 

7. If Nis a nontrivial normal subgroup ofa nilpotent group G, then N n C(G) ¢. (e). 

8. If Dn is the dihedral group with generators a of order n and b of order 2, then 
(a) a2 e Dn'. 
(b) If n is odd, Dn' rv Zn. 
(c) If n is even, Dn' rv Zm, where 2m = n. 
(d) Dn is nilpotent if and only if n is a power of 2. 



8. NO RMAL AND SU BNORMAL SER I ES 107 

9. Show that the commutator subgroup of S4 is A4. What is the commutator 
group of A4? 

10.  Sn is solvable for n < 4, but S3 and S4 are not nilpotent. 

1 1 .  A nontrivial finite solvable group G contains a normal abelian subgroup 
H ¢ (e). If G is not solvable then G contains a normal subgroup H such that 
H' = H. 

12 .  There is no group G such that G' = S4. [Hint: Exercises 9 and 5 . 12  may be 
helpful.] 

1 3 . If G is a group, then the ith derived subgroup G<i) is a fully invariant subgroup, 
whence G<i> is normal. 

14. If N <1 G and N n G' = (e), then N < C(G). 
1 5. If H is a maximal proper subgroup of a finite solvable group G, then [ G : H] is a 

pnme power. 

16. For any group G, C(G) is characteristic, but not necessarily fully invariant. 

I 7. If G is an abelian p-group, then the subgroup G[p] (see Lemma 2.5) is fully in
variant in G. 

18.  If G is a finite nilpotent group, then every minimal normal subgroup of G is con
tained in C( G) and has prime order. 

8. NORMAL AN D SU BNORMAL SERI ES 

The usefulness of the ascending central series and the series of derived subgroups 
of a group suggests that other such series of subgroups should be investigated. We do 
this next and obtain still other characterizations of nilpotent and solvable groups, as 
well as the famous theorem of Jordan-Holder. 

Defin ition 8.1. A subnormal series of a group G is a chain of subgroups G = Go > 
G1 > · · · > Gn such that Gi+l is normal in Gi for 0 < i < n. The factors of the series 
are the quotient groups GJGi+l· The length of the series is the number of strict inclu
sions (or alternatively, the number ofnonidentity factors). A subnormal series such that 
Gi is normal in G for all i is said to be normal.� 

A subnormal series need not be normal (Exercise 1 .5 .1  0). 

EXAMPLES. The derived series G > G<1> > · · - > G<n> is a normal series for 
any group G (see Exercise 7 . 1 3). If G is nilpotent, the ascending central series 
C1(G) < · · · < Cn(G) = G is a normal series for G. 

Defin ition 8.2. Let G = Go > Gt > · · · > Gn be a subnormal series. A one-step re
finement of this series is any series of the form G = Go > · · · > Gi > N > Gi+l > · · · 

6Some authors use the terms unormal" where we use usubnormal. • •  
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> Gu or G = Go > · · · >  Gn > N, where N is a normals�bgroup ofGi and (ifi < n) 
Gi+l is normal in N. A refinement of a subnormal series S is any subnormal series ob
tained from S by a finite sequence of one-step refinements. A refinement ofS is said to 
be proper if its length is larger than the length ofS. 

Defin ition 8.3. A subnormal series G = Go > G1 > · · · > Gn = (e) is a composi
tion series if each factor Gi/Gi+l is simple. A subnormal series G = Go > G1 > · · · > 
Gn = (e) is a solvable series if each factor is abelian. 

The following fact is used frequently when dealing with composition series : if N is 
a normal subgroup of a group G, then every normal subgroup of GIN is of the form 
HI N where His a normal subgroup of G which contains N (Corollary 1 .5 . 12). There
fore, when G � N, GIN is simple if and only if N is a maximal in the set of all 
normal subgroups M of G with M � G (such a subgroup N is called a maximal 
normal subgroup of G). 

Theorem 8.4. (i) Every finite group G has a composition series. 
(ii) Every refinement of a solvable series is a solvable series. 

(iii) A subnormal series is a co1nposition series if and only if it has no proper re
finements. 

PROOF. (i) Let Gt be a maximal normal subgroup of G; then G / G1 is simple by 
Corollary 1.5. 1 2 . Let G2 be a maximal normal subgroup of G�, and so on. Since G is 
finite, this process must end with Gn = (e). Thus G > G1 > · · · > Gn = (e) is a 
composition series. 

(ii) If Gil Gi+l is abelian and Gi+I <J H <J Gi, then 
·
HI Gi+J is abelian since it is a 

subgroup of Gil Gi+l and Gi/ H is abelian since it is isomorphic to the quotient 
(GiiGi+I)I(HIGi+t) by the Third Isomorphism Theorem I.5. 10. The conclusion now 
follows immediately. 

(iii) If Gi+l <J H <J Gi are groups, then H/ Gi+t is a proper normal subgroup of 
¢ ¢ 

G,/ Gi+I and every proper normal subgroup of Gil Gi+ l has this form by Corollary 
1.5 . 1 2. The conclusion now follows from the observation that a subnormal series 
G = Go >  G1 > · · · > Gn. = (e)· has a proper refinement if -and only if there is a 
subgroup H such that for some i, Gi+l <J H <J Gi. • 

� � 

Theorem 8.5. A gruup G is solvable if and only if it has a solvable series. 

PROOF. If G is solvable, then the derived series G > GO> > G<2> > · · · > G(rt> 
= (e) is a solvable series by Theorem 7.8.  If G = Go > Gt > · · · > Gn = (e) is a 
solvable series for G, then GIG1 abelian implies that G. > GO> by Theorem 7.8 ; 
Gtl G2 abelian implies G2 > Gt' > G<2>. Continue by induction and conclude that 
G, > G(i) for all i; in particular (e) = Gn > G<n> and G is solvable. • 

EXAMPLES. The dihedral group Dn is solvable since Dn > (a) > (e) is a solv
able series, where a is the generator of order n (so that Dnl(a) '"" Z2) . Similarly if 
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I G I = pq (p > q primes), then G contains an element a of order p and (a) is normal 
in G (Corollary 4. 10). Thus G > (a) > (e) is a solvable series and G is solvable. 
More generally we have 

Proposition 8.6. A finite group G is solvable if and only ifG has a composition series 
whose factors are cyclic of prime order. 

PROOF. A (composition) series with cyclic factors is a solvable series. Con
versely, assume G = Go > G1 > · · · > Gn = (e) is a solvable series for G.  If Go ¢ G1, 

let H1 be a maximal normal subgroup of G = Go which contains G1. If H1 ¢ Gh let 
H2 be a maximal normal subgroup of H1 which contains G1, and so on. Since G is 
finite, this gives a series G > H1 > H2 > · · · > Hk > G1 with each subgroup a maxi
ma) normal subgroup of the preceding7 whence each factor is simple. Doing this for 
each pair (Gi,Gi+l) gives a solvable refinement G = No > N1 > · · · > Nr = (e) of 
the original series by Theorem 8.4 (ii) . Each factor of this series is abelian and simple 
and hence cyclic of prime order (Exercise 1 .4.3). Therefore, G > N1 > · · · > Nr = (e) 
is a composition series. • 

A given group may have many subnormal or solvable series. Likewise it may have 
several different composition series (Exercise I ). However we shall now show that 
any two composition series of a group are equivalent in the following sense. 

Defin ition 8.7. Two subnormal series S andT of a group G are equivalent if there is a 
one-to-one correspondence between the nontrivial factors ofS and the nontrivial factors 
ofT such that corresponding factors are isomorphic groups. 

Two subnormal series need not have the same number of terms in order to be 
equivalent, but they must have the same length (that is, the same number of non
trivial factors). Clearly, equivalence of subnormal series is an equivalence relation. 

Lem ma 8.8. lfS is a composition series of a group G, then any refinement ofS is 
equivalent to S. 

PROOF. Let S be denoted G = Go > G1 > · · · > Gn = (e). By Theorem 
8.4 (iii) S has no proper refinements. This implies that the only possible refinements 
of S are obtained by inserting additional copies of each Gi. Consequently any re
finement of S has exactly the same nontrivial factors as S and is therefore equivalent 
to S. • 

The next lemma is quite technical. Its value will be immediately apparent in the 
proof of Theorem 8. 10. 

Lemma 8.9. (Zassenhaus) Let A*, A, B*, B be subgroups of a group G such that A* 
is normal in A and B* is normal in B.  
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(i) A *(A n B *) is a normal subgroup of A *(A n B) ; 
(ii) B*(A * n B) is a normal subgroup ofB*(A n B); 
(iii) A *(A n B)/ A *(A n B*) r-v B *(A n B)/B*(A * n B). 

PROOF. Since B* is normal in B, A n B* = (A n B) n B* is a normal sub
group of A n B (Theorem 1 .5 .3 (i)) ; similarly A*  n B is normal in A n B. Con
sequently D = (A* n B)(A n B*) is a normal subgroup of A n B (Theorem 
1 .5 .3 iii) and Exercise 1 . 5 . 1 3). Theorem 1.5.3 (iii) also implies that A *(A n B) 
and B*(A n B) are subgroups of A and B respectively. We shall define an 
epimorphism f :  A*(A n B) � (A n B)/ D with kernel A*(A n B*). This will 
imply that A *(A n B*) is normal in A *(A n B) (Theorem 1 .5.5) and that 
A*(A n B)/ A*(A n B*) r-v (A n B)/ D (Corollary 1.5 .7) .  

Define f :  A*(A n B) � (A n B)/ D as follows. If a e A*, e e A n B, let 
f(ae) = De. Then f is well defined since ae = atel (a,al E � *; e,et E A n B) implies 
ete-1 = at-1a E (A n B) n A*  = A*  n B < D, whence Del = De. /is clearly sur
jective. f is an epimorphism since /[(atet)(a2c2)] = j(a1aacte2) = De1e2 = De1Dc2 
= f(atet) f(a�2), where ai E A*' e i E A n B, and Cta2 = a3Cl since A*  is normal in A. 
Finally ae E Ker f i f  and only if e E D, that is, if and only if  e = alel, with al E A* n B 
and el E A n B*. Hence ae E Ker f if and only if ac = (aat)el E A*(A n B*). There
fore, Ker f = A *(A n B*)') 

A symmetric argument shows that B*(A * n B) is normal in B*(A n B) and 
B*(A n B)jB*(A * n B) r-v (A n B)/ D, whence (iii) follows immediately. • 

Theorem 8.10. (Schreier) Any two subnormal [resp. normal] series of a group G have 
subnormal [resp. normal] refinements that are equivalent. 

PROOF. Let G = Go > Gt > · · · > Gn and G = Ho > Ht > · · · > Hm be sub
normal [resp. normal] series. Let Gn+l = (e) = Hm+t and for each 0 < i < n con
sider the groups 

Gi = Gi+t( Gi n Ho) > Gi+t( Gi n Ht) > · · · > Gi+t( Gi n Hi) > Gi+t( Gi n Hi+t) 

> · · · > Gi+t( Gi n Hm) > Gi+t( Gi n Hm+t) = Gi+t· 

For each 0 < j < m, the Zassenhaus Lemma (applied to ·Gi+t,Gi,Hi+t, and H1) 
shows that Gi+t( Gi n Hi+t) is normal in Gi+t( Gi n Hi). [If the original series were 
both normal, then each Gi+t( Gi n Hi) is normal in G by Theorem 1.5 .3 (iii) and 
Exercises 1 .5 .2 and 1.5. 1 3 . ]  Inserting these groups between each Gi and Gi+h and 
denoting Gi+t( Gi n Hi) by G(i,j) thus gives a subnormal [resp. normal] refinement 
of the series Go > Gt > · · · > Gn : 

G = G(O,O) > G(0, 1) > · · · > G(0,1n) > G(l ,O) > G(1 , 1 )  > 
G(1 ,2) > · · · > G(1 ,m) > G(2,0) > · · · > G(n - 1 ,m) > G(n,O) > · · · > G(n,m), 

where G(i,O) = Gi. Note that this refinement has (n + 1 )(m + 1 )  (not necessarily 
distinct) terms. A symmetric argument shows that there is a refinement of G = Ho > 
HI > . . .  > Hm (where H(i,j) = Hi+t(Gi n Hi) and H(O,j) = Hi) : 

G = H(O,O) > H(1 ,0) > · · · > H(n,O) > H(0,1 ) > H(l,l)  > H(2,1 )  > · · · > 
H(n,1 )  > H(0,2) > · · · > H(n,m - 1)  > H(O,m) > · · · > H(n,m). 
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This refinement also has (n + 1)  (m + I) terms. For each pair (i,j) (0 < i < n, 
0 < j < m) there is by the Zassenhaus Lemma 8.9 (applied to Gi+l, Gi, Hi+l, and Hi) 
an isomorphism : 

H(i,j) 

H(i + l ,jf 

This provides the desired one-to-one correspondence of the factors and shows that 
the refinements are equivalent. • 

Theorem 8.11. (Jordan-Holder) Any two composition series of a group G are 
equivalent. Therefore every group having a composition series determines a unique list 
of sbnple groups. 

REMARK. The theorem does not state the existence of a composition series for a 
given group. 

PROOF OF 8.11. Since composition series are subnormal series, any two com
position series have equivalent refinements by the Theorem 8 . 10. But every refine
ment of a composition series S is equivalent to S by Lemma 8.8. It follows that any 
two composition series are equivalent. • 

The Jordan-Holder Theorem indicates that some knowledge of simple groups 
might be useful. A major achievement in recent years has been the complete classifi
cation of all finite simple groups. This remarkable result is based on the work of a 
large number of group theorists. For an introduction to the problem and an outline 
of the method of proof, see Finite Simple Groups by Daniel Gorenstein (Plenum 
Publishing Corp., 1 982). Nonabelian simple groups of small order are quite rare. It 
can be proved that there are (up to isomorphism) only two nonabelian simple 
groups of order less than 200, namely A5 and a subgroup of S7 of order 1 68 (see 
Exercises 1 3  - 20). 

E X E R C I S E S 
1 .  (a) Find a normal series of D4 consisting of 4 subgroups. 

(b) Find all composition series of the group D4. 
(c) Do part (b) for the group A4• 
(d) Do part (b) for the group S3 X Z2. 
(e) Find all composition factors of S4 and D6• 

2. If G = Go > G1 > · · · > Gn is a subnormal series of a finite group G, then 

J GJ = (nri I G;/Gi+l i) I Gn l · 
• - 0  

3 .  If N is a simple normal subgroup of a group G and G 1 N has a composition 
series, then G has a composition series. 

4. A composition series of a group is a subnormal series of maximal (finite) length. 
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5. An abelian group has a composition series if and only if it is finite. 

6. If H <J G, where G has a composition series, then G has a composition series one 
of whose terms is H. 

7. A solvable group with a composition series is finite. 

8. If H and K are solvable subgroups of G with H <l G, then HK is a solvable sub
group of G. 

9. Any group of order p2q (p,q primes) is solvable. 

10. A group G is nilpotent if and only if there is a normal series G = Go > G1 > · · · 

> Gn = (e) such that Gi/Gi+l < C(G/ Gi+I) for every i. 

1 1 . (a) Show that the analogue of Theorem 7.1 1 is false for nilpotent groups 
[Consider S3] . 
(b) If H < C(G) and G/ H is nilpotent, then G is nilpptent. 

12. Prove the Fundamental Theorem of Arithmetic, Introduction, Theorem 6.7, by 
applying the Jordan-Holder Theorem to the group Zn-

13 .  Any simple group G of order 60 is isomorphic to As. [Hint: use Corollary 4.9; if 
H < G, then [G : H] > 5 (since IS7l l < 60 for n < 4); if [G : H] = 5 then 
G ,...._, As by Theorem 1 .6.8. The assumption that there is no subgroup of index 5 
leads to a contradiction.] 

14. There are no nonabelian simple groups of order < 60. 

1 5 .  Let G be the subgroup of S1 generated by ( 1 234567) and (26)(34). Show that 
I GI = 1 68. 

Exercises 16-20 outline a proof of the fact that the group G of Exercise 1 5  is 
simple. We consider G as acting on the set S = { 1 ,2,3,4,5,6,7 } as in the first example 
after Definition 4.1 and make use of Exercise 4.6. 

16. The group G is transitive (see Exercise 4.6). 

1 7. For each x e S, Gx is a maximal (proper) subgroup of G. The proof of this fact 
proceeds in several steps: 

(a) A block of G is a subset T of S such that for each g e .G either gT n T = ¢ 
or gT = T, where gT = { gx I x e T} . Show that if T is a block, then I Tl divides 7. 
[Hint: let H = (g e GlgT = T} and show that for x e T, Gx < H and [H: Gx1 
= ]T] .  Hence ]T] divides [G : Gxl = [G :  H][H : Gx] . But [G : Gx] = 7 by 
Exercise 4.6(a) and Theorem 4.3.] 

(b) If Gx is not maximal, then there is a block T of G such that ]T]..}-7, con
tradicting part (a). [Hint: If Gx < H < G, show that H is not transitive on S 

#-

(since 1 < [H : Gx] < ]S] , which contradicts Exercise 4.6.(d)). Let T = { hx I h e  H} . 
Since H is not transitive, ]TJ < lSI = 7 and since H � G:c, ]T] > 1 .  Show that T 
is a block.] 

1 8 . If ( I )  � N <l G, then 7 divides ]N/. [Hint : Exercise 4.6 (c) => Gx < NG:r: for all � 
x e S =>  NG:s: = G for all x e S by Exercise 1 7  => N is transitive on S => 7 divides 
JNI by Exercise 4.6 (d).] 
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1 9. The group G contains a subgroup P of order 7 such that the smallest normal sub
group of G containing P is G itself. 

20. If ( 1 )  � N <J G, then N = G;  hence G is simple. [Use Exercise 1 .5 . 1 9  and 
Exercise 1 8  to show P < N; apply Exercise 1 9.] 



CHAPTER I l l  

RI NGS 

Another fundamental concept in the study of algebra is that of a ring. The problem 
of classifying all rings (in a given class) up to isomorphism is far more complicated 
than the corresponding problem for groups .  It will be partially dealt with in Chapter 
IX. The present chapter is concerned, for the most part, with presenting those facts 
in the theory of rings that are most frequently used in several areas of algebra. The 
first two sections deal with rings, homomorphisms and ideals. Much (but not all) of 
this material is simply a straightforward generalization to rings of concepts which 
have proven l!seful in group theory. Sections 3 and 4 are concerned with commuta
tive rings that resemble the ring of integers in various ways. Divisibility, factoriza
tion, Euclidean rings, principal ideal domains, and unique factorization are studied 
in Section 3.  In Section 4 the familiar construction of the field of rational numbers 
from the ring of integers is generalized and rings of quotients of an arbitrary com
mutative ring are considered in some detail. In the last two sections the ring of poly
nomials in n indeterminates over a ring R is studied. In particular, the concepts of 
Section 3 are studied in the context of polynomial rings (Section 6). 

The approximate interdependence of the sections of this chapter is as follows : 

1 

l 
2 

! 
3 4 5 

! 
6 

Section 6 requires only certain parts of Sections 4 and 5.  

114 
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1. RI NGS AND HOMOMORPH ISMS 

The basic concepts in the theory of rings are defined and numerous examples 
given. Several frequently used calculational facts are presented. The only difficulty 
with this material is the large quantity of terminology that must be absorbed in a 
short period of time. 

Defin ition 1.1. A ring is a nonempty set R together with two binary operations 
(usually denoted as addition ( +) and multiplication) such that: 

(i) (R,+) is an abelian group; 
(ii) (ab)c = a(bc) for all a,b,c e R (associative multiplication); 

(iii) a(b + c) = ab + ac and (a + b)c = ac + be (left and right distributive 
laws). 

/fin addition: 

(iv) ab = ba for all a,b e R, 

then R is said to be a commutative ring. IfR contains an element lR such that 
(v) IRa = alR = a  for all a e R, 

then R is said to be a ring with identity. 

REMARK. The symbol 1 R is also used to denote the identity map R --+ R. In 
context this usage will not be ambiguous. 

The additive identity element of a ring is called the zero element and denoted 0. 

If R is a ring, a e R and n e Z, then na has its usual meaning for additive groups 
(Definition 1 . 1 .8) ; for example, na = a + a + · · · + a (n summands) when n > 0. 
Before giving examples of rings we record 

Theorem 1.2. Let R be a ring. Then 

(i) Oa = aO = O for all a e R ; 
(ii) ( - a)b = a( - b) = - (ab) for all a,b e R; 

(iii) ( - a)(- b) = ab for all a,b e R ;  
(iv) (na)b = a(nb) = n(ab) for all n e Z and all a,b e R;  

(v) (t a;)(f b;) = f f a;b; for all a;,b; E R.  
t = l  J = l  t = l J = l  

SKETCH OF PROOF. (i) Oa = (0 + O)a = Oa + Oa, whence Oa = 0. 
(ii) ab + ( -a)b = (a +  ( - a))b = Ob = 0, whence ( - a)b = -(ab) by Theorem 
1 . 1 .2(iii). (ii) implies (iii) . (v) is proved by induction and includes (iv) as a special 
case. • 

The next two definitions introduce some more terminology; after which some 
examples will be given. 
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Defin ition 1.3. A nonzero element a in a ring R is said to be a left [resp. right] zero 
divisor if there exists a nonzero b e  R such that ab = 0 [resp. ba = 0]. A zero divisor 
is an element ofR which is both a left and a right zero divisor. 

It is easy to verify that a ring R has no zero divisors if and only if the right and 
left cancellation laws hold in R;  that is, for all a,b,c e R with a � 0, 

ab = ac or ba = ca b = c. 

Defin ition 1.4. An element a in a ring R with identity is said to be left [resp. right] in
vertible if there exists c e R [resp. b e R] such that ca = lR [resp. ab = ln]. The ele
ment c [resp. b) is called a left [resp. right] inverse of a.  An element a e R that is both 
left and right invertible is said to be invertible or to be a unit. 

REMARKS. (i) The left and right inverses of a unit a in a ring R with identity 
necessarily coincide (since ab = 1 R  = ca implies b = 1 Rb = (ca)b = c(ab) = c1R = c). 
(ii) The set of units in a ring R with identity forms a group under multiplication . 

Defin ition 1.5. A commutative ring R with identity lu � 0 and no zero divisors is 
called an integral domain. A ring D with identity lD � 0 in which every nonzero ele
ment is a unit is called a division ring. A field is a commutative division ring. 

REMARKS. (i) Every integral domain and every division ring has at least two 
elements (namely 0 and 1 R). (ii) A ring R with identity is  a division ring if and only if 
the nonzero elements of R form a group under multiplication (see Remark (ii) after 
Definition 1 .4). (iii) Every field F is a n  integral domain since ab = 0 and a � 0 
imply that b = 1 Fb = (a-1a)b = a-1(ab) = a-10 = 0. 

EXAMPLES. The ring Z of i ntegers is an integral domain. The set E of even 
integers is a commutative ring without identity. Each of Q (rationals), R (real 
numbers), and C (complex numbers) is a field under the usua l operat ions of addition 
and multiplicat ion. The n X n matrices over Q (or R or C) form a noncommutative 
ring with identity. The units in  this ring are precisely the nonsingular n1atrices. 

EXA:\1PLE. For each positive integer n the set Z,, of integers modulo n is a ring. 
See the exarnple after Theorem 1 . 1 .5 for details. I f  n is not prime, say n = kr with 
k > 1 ,  r > 1 ,  then i: � 0, r � 0 and kr  = kr = ii = 0 in  Zn , whence k and r are 
zero divisors. If p is prime, then Zr is a field by E xercise 1 . 1 .7. 

EXA1\IPLE. Let A be an abelian group and let End A be the set of endomor
phisms f : A - � A .  Define addition in End A by ( f + g)(a) = /(a) + g(a). Verify 
that f + g � End A.  Since A is abelian, this makes End A an abel ian group. Let multi
plication in End A be given by composition of functions. Then End A is a (possibly 
noncommutative) ring with identity l _t : A __... A .  

EXA,IPLE. Let G be a (multiplicative) group and R a ring. Let R( G) be the 
additive abelian group L R (one copy of R for each g ;  G). It wil l  be convenient to 

yEG 
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adopt a new notation for the elements of R( G). An element x = { r0 } or.G of R( G) has 
only finitely many nonzero coordinates, say r0u . . .  , r0n (gi e G). Denote x by the 

n 

formal sum r01gt + Tg2g2 + · · · + r011gn or L r0igi. We also allow the possibility that 
i = l  

some of the rg, are zero or that some gi are repeated, so that an element of R(G) 
may be written in formally different ways (for example, r1g1 + Og2 = r1g1 or 
r1g1 + s1g1 = {r1 + s1) g1). In this notation, addition in the group R(G) is given by: 

n n n 

L roigi + L Soigi = L (roi + Soi)gi ; 
i - 1  i = l i = l  

(by inserting zero coefficients if necessary we can always assume that two formal 
sums involve exactly the same indices g., . . .  , gn) . Define multiplication in R( G) by 

this makes sense since there is a product defined in both R (r;si) and G(g;h) and thus 
the expression on the right is a formal sum as desired. With these operations R( G) is 
a ring, called the group ring of G over R. R( G) is commutative if and only if both R 
and G are commutative. If R has an identity 1 R, and e is the identity element of G, 

then 1 Re is the identity element of R( G). 

EXAMPLE. Let R be the field of real numbers and S the set of symbols l ,i,j,k. 

Let K be the additive abelian group R EB R E8 R EB R and write the elements of K as 
formal sums (ao,ax,a2,aa) = aol + a.i + a0 + aak. Then aol + a.i + a2j + aak = 

b01 + bd + h2j + bak if and only if ai = hi for every i. We adopt the conventions 
that aol e K is identified with ao e R and that terms with zero coefficients may be 
omitted (for example, 4 + 2j = 4 · 1  + Oi + 2j + Ok and i = 0 + l i  + Oj + Ok). 

Then addition in K is given by 

(ao + ad + aJ + aak) + (bo + bd + b2j + bak) 

= (ao + bo) + (a1 + b1)i + (a2 + b2)j + (a a + b3)k . 

Define multiplication in K by 

(ao + ad +  aJ + aak)(bo + bti + b2j + bak) 

= (aobo - axbt - a2h2 - aab3) + (aobi + a1bo + a2ba - aab2)i 

+ (aob'l. + a2bo + aabt - a1ba)j + (aoba + aabo + a1b2 - a2b1)k. 

This product formula is obtained by multiplying the formal sums term by term sub
ject to the following relations : (i) associativity; (ii) ri = ir; rj = jr, rk = kr (for all 
r s R) ; (iii) P = j2 = k2 = ijk = - 1 ;  ij = -ji = k; jk = - kj = i; ki = - ik = j. 

Under this product K is a noncommutative division ring in which the multiplicative 
inverse of at) + ad +  azj + a3k is (a0/d) - (a1/d)i - (a2jd)j - (a3/d)k, where 
d = ao2 + a12 + a-l + a�?·. K is called the division ring of real quaternions. The 
quaternions may also be interpreted as a certain subring of the ring of all 2 X 2 
matrices over the field C of complex numbers (Exercise 8). 

Definition 1 . 1  shows that under multiplication the elements of a ring R form a 
semi group (a monoid if R has an identity). Consequently Definition I .  t .8 is appli
cable and exponentiation is defined in R. We have for each a e R and n e N*, 
a" = a · · · a (n factors) and a0 

= 1 R  if R has an identity. By Theorem 1. 1 .9 
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Subtraction in a ring R is defined in the usual way: a - b = a + ( - b). Clearly a(b - c) = ab - ac and (a - b)c = ac - be for all a,b,c € R. 
The next theorem is frequently useful in computations. Recall that if k and n are 

integers with 0 < k < n, then the binomial coefficient (Z) is the number 

n !/(n - k) !k ! ,  where 0!  = 1 and n !  = n(n - l )(n - 2) · · · 2 · 1 for n > 1 .  (%) is 

actually an integer (Exercise 1 0). 

Theorem 1.6. (Binomial Theorem). Let R be a ring with identity, n a positive integer, and a,b,a1,a2, . . .  , ae e R. 

(i) /fab = ba, then (a + b)n = .t (�)akbn-k ; 
k = O  -. 

where the sum is over all s-tup/es (it,i2, . . .  , i�) such that it + i 2 + · · · + if\ = n.  

SKETCH OF PROOF. (i) Use induction on n and the fact that (Z) + (k� 1 ) 
= (Z! ! ) for k < n (Exercise lO(c)) ; the distributive law and the commutativity of 

a and b are essentia l. (ii) Use induction on s. The case s = 2 is just part (i) since 

(at + a2)n = t (�)atka�-k = L k�!. 1 a,•a.i. If  the theorem is true for s, note 
/; = 0 k +j = n �} • 

that 

- L 
k +i = n  

compute . 

' n .  . 
k , . , (a1 + · · · + as)ka�+1 by part (i). Apply the induction hypothesis and 

�} . 
• 

Definition 1.7. Let R and S be rings. A function f :  R � S is a homomorphism of 
rings provided that for all a,b e R :  

f(a + b) = f(a) + f(b) and f(ab) = f(a)f(b). 

REMARK. It is easy to see that the class of all rings together with all ring homo
morphisms forms a (concrete) category. 

When the context is clear then we shal l  frequently write "homomorphism., in  
place of "homomorphism of rings." A homomorphism of rings is, in part icular, a 
homomorphism of the underlying additive groups. Consequently the same termi
nology is used : a monomorphism [resp .  epimorphism, isomorphism] of rings is a homo-
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morphism of rings which is an injective [resp. surjective, bijective] map. A mono
morphism of rings R --) S is sometimes cal1ed an embedding of R in S. An isomor
phism R --.. R is called an automorphism of R. 

The kernel of a homomorphism of rings f : R --) S is its kernel as a map of addi
tive groups ; that is, Ker f = { r  e R I f(r) = 0 } . Similarly the image of f, denoted 
lm f, is { s e S I s = f(r) for some r e "R } .  If R and S both have identities lR and 18, we 
do not require that a homomorphism of rings map lR to 18 (see Exercises 15 ,  16). 

EXAMPLES. The canonical map Z --.. Zm given by k � k is an epimorphism of - -
rings . The map Z3 � Z6 given by k � 4k is a well-defined monomorphism of 

. 
nngs. 

EXAMPLE. Let G and H be multiplicative groups and f : G � H a homomor
phism of groups. Let R be a ring and define a map on the group rings 1 :  R( G)-) R(H) 
by: 

Then 1 is a homomorphism of rings. 

Defin ition 1 .. 8 .. Let R be a ring. If there is a least positive integer n such that na = 0 
for all a z R, then R is said to have characteristic n. If no such n exists R is said to 
have characteristic zero. (Notation : char R = n). 

Theorem 1.9. Let R be a ring with identity JR  and characreristic n > 0. 

(i) If cp :  Z � R is the map given by m � mlR, then cp is a homomorphism of 
rings with kernel (n) = I kn I k e Z} . 

(ii) n is the least posith·e integer such that n IR = 0. 
(iii) If R has no zero divisors (in particular ifR is an integral domain), then n is 

prune. 

SKETCH OF PROOF. (ii) If  k is the least positive integer such that k i R  = 0, 
then for all a e R:  ka = k(lRa) = (kiR)a = 0 · a  = 0 by Theorem 1 .2 .  (iii) If n = kr 
with I < k < n� 1 < r < n, then 0 = ll l R  = (kr) IR in  = (k lR)(rl u) implies that 
k l u = 0 or rlu  = 0, which contradicts (ii) . • 

Theorem 1.10. Every ring R nutJ' be en1bedded in a ring S with identity . The ring S 
(which is not unique) 1nay be chosen to be either of characteristic zero or of the same 
characteristic as R .  

SKETCH OF PROOF. Let S. be the additive a bel ian group R EB Z and define 
multiplication in S by 

(r� ,kt)(r"J.,k2) = (r1r2 + k2r1 + ktr2.,k1k2), (r., e R ;  ki € Z). 
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Verify that S is a ring with identity (0, 1 )  and characteristic zero and that the map 
R � S given by r � (r,O) is a ring monomorphism (embedding) . If char R = n > 0, 
use a similar proof with S = R ffi Zn and multiplication defined by 

(r�,k1)(r2,k2) = (r1r2 + k2r1 + k1r2,k1k2), 

where ri e R and ki e Zn is the image of ki e Z under the canonical map. Then 
char S = n .  • 

E X E R C I S E S 
1 .  (a) Let G be an (additive) abelian group. Define an operation of multiplication 

in G by ab = 0 (for all a,b e G). Then G is a ring. 
(b) Let S be the set of all subsets of some fixed set U. For A,B e S, define 
A + B = (A - B) U (B - A) and AB = A n B. Then S is a ring. Is S com-
mutative? Does it have an identity? --

2.  Let I Ri I i e /} be a family of rings with identity. Make the direct sum of abelian 
groups � R ;  into a ring by defining multiplication coordinatewise. Does � R ;  

have an identity? 

3. A ring R such that d;. = a for all a € R is called a Boolean ring. Prove that every 
Boolean ring R is commutative and a + a = 0 for all a e R. [For an example of a 
Boolean ring, see Exercise 1 (b).] 

4. Let R be a ring and S a  nonempty set . Then the group M(S,R) (Exercise 1.1 .2) is a 
ring with multiplication defined as follows : the product of f,g e M(S,R) is the 
function S � R given by s � f(s)g(s). 

5.  If A is the abelian group Z ffi Z, then End A is a noncommutative ring (see 
page 1 1 6).  

6. A finite ring with more than one element and no zero divisors is a division ring. 
(Specia1 case: a finite integral domain is a field.) 

7. Let R be a ring with more than one element such that for each nonzero a e R 
there is a unique b E  R such that aha = a. Prove : 

(a) R has no zero divisors. 
(b) bah = b. 
(c) R has an identity. 
(d) R is a division ring. 

8. Let R be the set of all 2 X 2 matrices over the complex field C of the form ( z �), 
- w  z 

where i,w are the complex conjugates of z and w respectively (that is, 
c = a + bF {::::} c = a - bF). Then R is a division ring that is isomorphic 
to the division ring K of real quaternions. [Hint: Define an isomorphism K � R 
by letting the images of 1 , i,j,k e K be respectively the matrices ( 1 0) ( vC1 0) ( 0 ]) ( 0 vCJ) 

0 I ' 0 -vCf ' - 1  0 ' v=t 0 . 

I 
! 

l 

! 
I 

I 

I 
I 
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9. (a ) The subset G = { 1 , - 1 ,i, - i,.i, -j,k , - k }  of the division nng K of real 
quaternions forms a group under n1ultipl ication . 
(b) G is isomorphic to the quaternion group (Exercises 1 .4. 1 4 and 1.2.3). 
{c) What is the difference between the ring K and the group ring R(G) (R the 
field of real numbers)? 

1 0. Let k ,n be integers such that 0 < k < n and (;) the binomial coefficient 

n !1 (n - k) !k ! ,  where 0 !  = I and for 1l > 0, n !  = n(n - 1 )(n - 2) · · · 2 · 1 .  
<a> (Z) = (n� k) 
(b) (Z) < (k� l) for k + I < n/2.  

(c) (;) + (k� l ) = (;! ! ) for k < n. 

(d) (�) is an integer. 

(e) if p is prime and 1 < k < p71 - I ,  then (�") is divisible by p. 

[ Hints: (b) observe that (k� 1 ) = (Z ); �� ; (d) note that (�) = (:) = I 

and use induction on n in part (c) .] 

1 I .  (The Freshman 's Dream1). Let R be a commutative ring with identity of prime 
characterist ic p. If a,b E R ,  then ( a  ± h)1''' = ar•T' ± IJ1'71 for all integers n > 0 [see 
Theorem 1 .6 a nd Exercise 1 0 ;  note that b = - b if  p = 2] . 

1 2. A n  element of a ring i s  nilpotent if at· = 0 for some n. Prove that i n  a commuta
tive ring a +  b i s  nilpotent if a a nd b are. Show that this result may be false if R 
is  not commutative. 

1 3 . In a ring R the foiJowing conditions are equivalent. 
(a) R has no nonzero nilpotent elements (see Exercise 1 2). 
(b) If a E R and a2 = 0, then u = 0. 

1 4. Let R be a commutative ring with identity and prime characteristic p. The map 
R --. R given by r � rP is a homomorphism of rings called the Frobenius homo
morph ism [see Exercise 1 1  ] .  

1 5. (a) Give an example of a nonzero homomorphism f : R � S of rings with 
identity such that /(1 R) ¥= Is.  
(b) J r f : R � S is an epimorphism of rings with identity, then /(I R) = 1 s. 

(c) I f f : R � S is a homomorphism of rings with identity and u is  a unit in R 
such that f(u) is a unit in S, then f( l R) = 1 s  and /(u-1) = f(u)-1 • [Note: there are 

easy examples which show that f(u) need not be a unit in S even though u is a 
unit i n  R.j 

1 6. Let f : R � S be a homomorphisn1 of rings such that f(r) � 0 for some non
zero r 2 R. If R has an identity and S has no zero divisors, then S is a ring with 

identity fO R). 

1Terminology due to V. 0. McBrien . 
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1 7 . (a) If R is a ring. then so is R"1'. where R"l' is defined 3s  fol lows. The underlying 
set of R"Jl is precisely R and addition in R"1' coincides with addition in R. Multi
plication in RoP, denoted o ,  is defined by a o h = ha. where ba is the product in R. 
R·'11 is  called the opposite ring of R. 
(b) R has an identity i f  and only if R . .  , ,  does. 
(c) R is a division ring if and only if R"1' is. 
(d) (R"Jl)"l' = R. 
(e) If S is a ring, then R ,...__ S if  and only if R . .  ,. ,...__ S .. , . . 

I 8. Let Q be the field of rational numbers and R any ring. If f,g : Q � R are homo
morphisms of rings such that f! Z = g j Z, then f = g. [Hint: show that for 
n E Z (n � 0)., /( 1 /n)l((n) = g( l  ), whence f(l ,  n) = ,l?(l /n).] 

2. I DEALS 

Just as normal subgroups played a crucial role in the theory of groups, so ideals 
play an analogous role in the study of rings. The basic properties of ideals are de
veloped, including a characterization of principal ideals (Theorem 2.5) and the vari
ous isomorphism theorems (2 .9-2 . 1 3 ;  these correspond to the isomorphism theorems 
for groups). Prime and n1aximal ideals are characterized in several ways. Direct 
products in the category of rings are discussed and the Chinese Remainder Theorem 
is proved . 

Defin ition 2.1.  Let R he a ring and S a  nonen1pty subset ofR that is closed under the 
operations of addition and Jnultiplication in R. lfS is itself a ring under these operations 
then S is called a subring ofR.  A subring I of a ring R is a left ideal provided 

r e R and x E l 

I is a right ideal provided 

r e R and x e l 

I is an ideal if it is both a left and right ideal. 

rx c I ;  

xr e I ;  

Whenever a statement is made about left ideals it is to be understood that the 
analogous statement holds for right ideals. 

EXAMPLE. If R is any ring, then the center of R is the set C = { c E R I cr = rc 
for all r z R } .  C is easily seen to be a subring of R. but may not be an ideal (Exer
cise 6). 

EXAI\1PLE. Iff : R ---Jo S is a homomorphisn1 of rings, then Ker fis an ideal in R 
(Theorem 2.8 below) and Im f is a subring of 5. lm f need not be an ideal in S. 

EXAI\1PLE. For each integer n the cyclic subgroup (n ) = { kn I k E  Z }  is an 
idea l in Z. 

EXAfVIPLE. In  the ring R of 11 X n n1atrices over a division ring D, let h· be the 
set of all matrices that have nonzero entries only in column k .  Then h is a left ideal, 

J 
j 
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but not a right ideaL lf Jk consist of those matrices with nonzero entries only in row 
k � then Jk is a right ideal but not a left ideal. 

EXA\ IPLE. Two ideals of a ring R are R itself and the trivial ideal (denoted 0), 
which consists only of the zero element . 

REI\ lARKS. A [left] ideal / of R such that I ¢ 0 and I ¢  R is called a proper [left] 
ideal. Observe that if R has an identity l 1l and I is a [left]  ideal of R, then I = R if and 
only if 1 u ;  I. Consequently, a nonzero [left] ideal / of R is proper if and only if I con
tains no units of R; (for if u z R is a unit and u � 1., then l R = u-1u E 1). In particular, a 
division ring D has no proper left (or right) ideals since every nonzero element of D is 
a unit. For the converse, see Exercise 7. The ring of n X n matrices over a division 
ring has proper left and right ideals (see above), but no proper (two-sided) ideals 
(Exercise 9). 

Theorem 2.2. A nonen1pty subset I of a ring R is a left [resp. right] ideal if and only if 
for all a,b e I and r � R:  

( i) a,b 2 I => a - b e  I ;  and 
( ii) a z I, r E R � ra ; I [resp. ar e I]. 

PROOF. Exercise ; see Theorem 1.2.5. • 

Corol lary 2.3. Let I Ai ! i e I I  he a fcn11i/y of [left] ideals in a ring R. Then n Aa is 
iel 

also a [l�ft] ideal. 

PROOF. Exercise. • 

Defin ition 2.4. Let X be a subser of a ring R. Let { Ai I i E I J be the Jan1ily of all 
[leftJ ideals in R which contain X.  Then n Ai is called the [lefr] ideal generated by X. 

icl 
This ideal is denoted (X). 

The elements of X are cal led generators of the ideal (X). If X = { xh . . . •  Xn } ,  
then the ideal (X) is denoted by (x� ,x:!, . . . , x, ) and said to be finitely generated. An 
ideal (x) generated by a single element is called a principal ideal. A principal ideal ring 
is a ring in which every ideal is principal. A principal ideal ring which is an integral 
doma in is calJed a principal ideal domain.2 

Theorem 2.5. Let R be a ring a ;  R and X c R .  

(i) The principal ideal (a) consists of all elements of the form ra + as +  na + 
m I riasi ( r,s,ri ,si e R; m e N*; and n e Z). 

1- l 

2The term .. principal ideal ringn is sometimes used in the literature to denote what we 
have ca lied a principal ideal domain. 
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(ii) IfR has an identity, then (a) = { t riasi I r;,si E R; n E N• } . 
� = 1 

(iii) /fa is in the center ofR, then (a) = { ra + na I r e R, n e Z} . 
(iv) Ra = { ra I r e R }  [resp. aR = { ar I r e R } ]  is a left [resp. right] ideal in R 

(which may not contain a). lfR has an identity, then a e Ra and a e aR. 
(v) lfR has an identity and a is in the center ofR, then Ra = (a) = aR. 

(vi) lfR has an identity and X is in the center of R, then the ideal (X) consists of 
all finite sums r1a1 + · · · + rnan (n e N*;  ri e R;  ai e X). 

REMARK. The hypothesis of (iii) is always satisfied in a commutative ring. 

SKETCH OF PROOF OF 2.5. (i) Show that the set 

I = { ra + as +  na + } : r;as; I r,s,r;,s; E R;n E Z; m E  N•} 
� = 1  

is an ideal containing a and contained in every ideal containing a. Then I = (a). 
(ii) fol lows from the facts that ra = raiR, as = 1 Ras, and na = n(1 na) = (n1 R)a, 
with n1n  e R.  • 

Let A17A2, • • •  , An be nonempty subsets of a ring R. Denote by At + A2 + · · · + An 
the set { a1 + a2 + · · · + an I ai e Ai for i = 1 ,2 , . . .  , n } .  If A and B are nonempty 
subsets of R let AB denote the set of all finite sums { a1b1 + · · · + anbn I n e N*; 
ai e A; bi e B f .  If A consists of a single element a, we write aB for AB. Similarly 
if B = { b } , we write Ab for AB. Observe that if B [resp. A] is closed under addition, 
then aB = { ab / b z B} [resp. Ab = { ab I a e A } ] . More generally let A1A2 · · · An 

denote the set of all finite sums of elements of the form a1a2 · · · an (ai e Ai for 
i = 1 ,2, . . . , n). In the special case when all Ai ( I  < i < n) are the same set A we 
denote A1A2 · · · An = AA · · · A by An. 

Theorem 2.6. Let A,A1 ,A2, . . .  , An , B and C be [left] ideals in a ring R .  

(i) At + A2 + · · · + An and A1A2 · · · An are [left] ideals; 
(ii) (A + B) + C = A + (B + C) ; 

(iii) (AB)C = ABC = A(BC) ; 
(iv) B(At + A2 + · · · + An) = BAt + BA2 + · · · BAn ; and (At + A2 + · · · + 

An)C = AtC + A2C + · · · + AnC. 

SKETCH OF PROOF. Use Theorem 2.2 for (i). (iii) is a bit complicated but 
straightforward argument using the definitions. Use induction to prove (iv) by first 
showing that A(B + C) = AB + AC and (A + B)C = AC + BC. • 

Ideals play approximately the same role in the theory of rings as normal sub
groups do in the theory of groups. For instance, let R be a ring and I an ideal of R. 
Since the additive group of R is abelian, I is a normal subgroup. Consequently, by 
Theorem 1.5.4 there is a well-defined quotient group R/ I in which addition is 
given by: 

(a + I) + (b + I) = (a + h) + I. 

Rj I can in fact be made into a ring. 
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Theorem 2.7. Let R be a ring and I an ideal ofR .  Then the additive quotient group 
R/I is a ring with multiplication given by 

(a + l)(b + I) = ab + I .  

lfR is commutative or has an identity, then the same is true ofR/I. 

SKETCH OF PROOF OF 2.7. Once we have shown that multiplication in 
R/ I is well defined, the proof that R/ I is a ring is routine. (For example, if R has 
identity 1 R, then 1 R + I is the identity in R/ 1.) Suppose a + I = a' + I and 
b + I = b' + I. We must show that ab + I = a' b' + I. Since a' e a' + I = a + I, 
a' = a + i for some i s I. Similarly b' = b + j with j e I. Consequently 
a' b' = (a + i)(b + j) = ab + ib + aj + ij. Since I is an ideal, 

a' b' - ab = ib + aj + ij s I. 

Therefore a'b' + I  = ab + I  by Corollary 1 .4.3, whence multiplication in Rjl is 
well defined. • 

As one might suspect from the analogy with groups, ideals and homomorphisms 
of rings are closely related . 

Theorem 2.8. Iff : R � S is a homomorphism of rings, then the kernel off is an ideal 
in R. Conversely ifl is an ideal in R, then the map 1r : R � R/1 gil,en by r � r + I is 
an epimorphism of rings with kernel I.  

The map 1r is cal led the canonical epimorphism (or projection). 

PROOF OF 2.8. Ker /is an additive subgroup of R. If x z Ker fand r e R, then 
f(rx) = f(r) f(x) = f(r)O = 0, whence rx e Ker f. Similarly, xr e Ker f. Therefore, 
Ker f is an ideal. By Theorem 1 .5 .5 the map 1r is an epimorphism of groups with 
kernel I .  Since 1r(ab) = ab + I = (a + l)(b + I) = 1r(a)1r(b) for all a,b e R, 1r is also 
an epimorphism of rings. • 

I n  view of the preceding results it is not surprising that the various isomorphism 
theorems for groups (Theorems 1.5.6-I .5 . 12) carry over to rings with normal sub
groups and groups replaced by ideals and rings respectively. In each case the desired 
isomorphism is known to exist for additive abelian groups. If the groups involved 
are, in fact� rings and the normal subgroups ideals, then one need only verify that 
the known isomorphism of groups is also a homomorphism and hence an isomor
phism of rings. Caution: in the proofs of the isomorphism theorems for groups all 
groups and cosets are written multiplicatively, whereas the additive group of a ring 
and the cosets of an ideal are written additively. 

Theorem 2.9. If f : R � S is a homomorphism of rings and I is an ideal of R rvhich is 
contained in the kernel off, then there is a unique homomorphism of rings f :  R/1 � S 
such that f(a + I) = f(a) for all a z R .  lm 1 = bn f and Ker f = (Ker f)/1. f is an iso
morphism if and only iff is an epintorphism and I = Ker f. 
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PROOF. Exercise; see Theorem 1.5.6. • 

Corollary 2.10. (First Isomorphism Theorem) If f : R � S is a homomorphism of 
rings, then f induces an isomorphism of rings R/ Ker f "'"'  lm f. 

PROOF. Exercise ; see Corollary 1.5.7. • 

Corollary 2. 1 1 .  1/f: R ---+ S is a homomorphism ofringsy l is an ideal in Rand J is an 
ideal in S such that f(l) C J, then f induces a homomorphism of rings f :  R/1 ----) S/J, 
given by a +  I �  f(a) + J. f is an isomorphism if and only if lm f + J = S and 
f-1{J) c I. In particular, iff is an epimorphism such that f{I) = J and Ker f c I, then 
f is an isomorphism. 

PROOF. Exercise ; see Corollary 1.5.8. • 

Theorem 2.12.  Let I and J be ideals in a ring R.  

(i) (Second Isomorphism Theorenz) There is an isomorphisms ofrings 1/(1 n J) "'"' 
(I + J)jJ ; 

(ii) (Third Isomorphism Theorem) if I C J, then Jjl is an ideal in R/1 and there is 
an isomorphism of rings (R/1)/(1/1) ""' R/1. 

PROOF. Exercise; see Corollaries 1.5.9 and 1 .5 . 10. • 

Theorem 2.13. If I is an ideal in a ring R,  then there is a one-to-one correspondence 
between the �et of all ideals of R which contain I and the set of all ideals of R/1, giDen 
by J J----t 1/1. Hence every ideal in R/I is of the form 1/1,  where J is an ideal of R which 
contains I .  

PROOF. Exercise ; see Theorem 1 .5 . 1 1 ,  Corollary 1 .5 . 12 and Exercise 1 3 .  • 

Next we shall characterize in several ways two kinds of ideals (prime and maxi
mal), which are frequently of interest. 

Defi nition 2.14. An ideal P in a ring R is said to be prime ifP � R andfor any ideals 
A,B in R 

AB c P � A c P or B c P. 

The definition of prime ideal excludes the ideal R for both historical and technical 
reasons. Here is a very useful characterization of prime ideals ; other characteriza
tions are given in Exercise 14.  
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Theorem 2.15. If P is an ideal in a ring R such that P #- R and for all a,b e R 

ab e P =:) a e P or b e P, (1) 

then P is prime. Conversely ifP is prime and R is commutative, then P satisfies con
dition ( 1). 

REMARK. Commutativity is necessary for the converse (Exercise 9 (b)). 

PROOF OF 2.15. If A and B are ideals such that AB c P and A ¢ P, then 
there exists an element a e A - P. For every b e B, ab e AB C P, whence a e P or 
b e  P. Since a ' P, we must have b e P for all b e  B; that is, B C P. Therefore, P is 
prime. Conversely, if P is any ideal and ab e P, then the principal ideal (ab) is con
tained in P by Definition 2.4. If R is commutative, then Theorem 2.5 implies that 
(a)(b) c (ab), whence (a)(b) c P. If P is prime, then either (a) c P or (b) C P, 
whence a e P or b e P. • 

EXAMPLES. The zero ideal in any integral domain is prime since ab = 0 if and 
only if a = 0 or b = 0. If p is a prime integer, then the principal ideal (p) in Z is . . 
pnme s1nce 

ab e (p) => p I  ab =:) p I  a or p I  b =* a e (p) or b e  (p). 

Theorem 2.16. In a commutative ring R with identity lR ;t. 0 an ideal P is prime 
if and only if the quotient ring R/P is an integral domain. 

PROOF. RIP is a commutative ring with identity IR + P and zero element 
0 + P = P by Theorem 2.7. If P is prime, then lR  + P #- P since P � R. Further
more, Rj P has no zero divisors since 

(a + P)(h + P) = P =:::) ab + P = P => ab e P � a e P or 
b e P => a + P = P or b + P = P. 

Therefore, R/ P is an integral domain. Conversely, if R/ P is an integral domain, then 
lR + P � 0 + P, whence 1R + P. Therefore, P � R. Since R/P has no zero divisors, 

ab e P => ab + P = P =) (a + P}(b + P) = P => a + P = P or 

b + P = P =:::) a e P or b e P. 

Therefore, P is prime by Theorem 2 . 15. • 

Defin ition 2.17. An ideal [resp. left ideal] M in a ring R is said to be maximal if 
M � R and for every ideal [resp. left ideal] N such that M C N C R, either N = M 
or N = R .  

EXAMPLE. The ideal (3) is maximal in Z; but the ideal ( 4) is not since ( 4) c 
# 

(2) c z. 
,e 
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REMARK. If R is a ring and S is the set of all ideals I of R such that I �  R, then 
S is partially ordered by set-theoretic inclusion. M is a maximal ideal (Definition 2 . 17) 
if and only if M is a maximal element in the partially ordered set S in the sense of 
Introduction, Section 7. More generally one sometimes speaks of an ideal I that is 
maximal with respect to a given property, meaning that under the partial ordering of 
set theoretic inclusion, I is maximal in the set of all ideals of R which have the given 
property. In this case I need not be maximal in the sense of Definition 2. 17 .  

Theorem 2.18. In a nonzero ring R with identity maximal [left] ideals always exist . 
In fact every [left] ideal in R (except R itself) is contained in a maxinral [left] ideal. 

PROOF. Since 0 is an ideal and 0 � R, it suffices to prove the second statement. 
The proof is a straightforward application of Zorn's Lemma . If A is a [left] ideal in R 
such that A � R, let S be the set of al l [left] ideals B in R �_uch that A C B � R. S is 
nonempty since A € S.  Partially order S by set theoretic inclusion (that is, 
Bt < B2 ¢=} Bt C B2). In order to apply Zorn's Lemma we must show that every 
chain e = { c, I i € /} of [ left] ideals in s has an upper bound in S. Let c ;=: u Ci. 

ie.I 
We claim that C is a [left] ideal. If a,b € C, then for some i,j € I, a € Ci and h € Ci. 
Since e is a chain, either Ci c Ci or C; c Ci; say the latter. Hence a,b e Ci. Since Ci 
is a left ideal, a - b € Ci and ra € Ci for all r € R (if Ci is an ideal ar € Ci as well). 
Therefore, a,b € C imply a - b and ra are in Ci c C. Consequently, C is a [left] ideal 
by Theorem 2.2. Since A c Ci for every i, A c U Ci = C. Since each Ci is in S, 
ci '#- R for all i € /. Consequently, I R  4 ci for every i (otherwise ci = R), whence 
I R  * U Ci = C. Therefore, C � R and hence, C € S. Clearly C is an upper bound of 
the chain e. Thus the hypotheses of Zorn's Lemma are satisfied and hence S contains 
a maximal element. But a maximal element of S is obviously a maximal [left] ideal in 
R that contains A .  • 

Theorem 2.19. /fR is a commutative ring such that R2 
= R (in particular ifR has an • 

identity), then every maximal ideal M in R is prbne. 

REMARK. The converse of Theorem 2.1 9 is false. For example, 0 is a prime 
ideal in Z, but not a maximal ideal .  See also Exercise 9. 

· 

PROOF OF 2.19. Suppose ab € M but a � M and b ' M. Then each of the ideals 
M + (a) and M + (b) properly contains M. By maximality M + (a} = R = M + (b). 
Since R is commutative and ab € M, Theorem 2.5 implies that (a)(b) c (ab) C M. 
Therefore, R = R2 = (M + (a))(M + (b)) C M2 + (a}M + M(b} + (a)(b) C M. 
This contradicts the fact that M � R (since M is maximal). Therefore, a € M or 
b € M, whence M is prime by Theorem 2.15 .  • 

Maximal ideals, like prime ideals, may be characterized in terms of their quotient 
rings. 

Theorem 2.20. Let M be an ideal in a ring R with identity IR '#- 0. 
I 

l 
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(i) JfM is maximal and R is commutative, then the quotient ring R/M is afield. 
(ii) If the quotient ring R/M is a division ring, then M is maximal. 

REMARKS. (i) is false if R does not have an identity (Exercise 19). If M is maxi
mal and R is not commutative, then R/ M need not be a division ring (Exercise 9). 

PROOF OF 2.20. (i) If M is maximal, then M is prime (Theorem 2.19), whence 
Rj M is an integral domain by Theorem 2.1 6. Thus we need only show that if 
a + M ¢. M, then a + M has a multiplicative inverse in R/ M. Now a + M � M 
implies that a + M, whence M is properly contained in the ideal M + (a). Since M is 
maximal, we must have M + (a) = R. Therefore, since R is commutative, 
1R = m + ra for some m E M and r e  R, by Theorem 2.5(v). Thus lR - ra = m e M, 
whence 

1R  + M = ra + M = (r + M)(a + M). 

Thus r + M is a multiplicative inverse of a + M in Rj M, whence Rj M is a field. 
(ii) If Rj M is a division ring, then 1 R + M ¢ 0 + M, whence 1 R 4 M and 

M ¢ R. If N is an ideal such that M C N, let a e N - M. Then a +  M has a multi-
� 

plicative inverse in Rj M, say (a + M)(b + M) = tR + M. Consequently, ab + M 
= J R  + M and ab - 1R = c E M. But a e N  and M C N imply that 1R e N. Thus 
N = R. Therefore, M is maximal. • 

Corollary 2.21. The following conditions on a commutative ring R with identity 
1n ¢. 0 are equivalent. 

(i) R is a field; 
(ii) R has no proper ideals; 

(iii) 0 is a maximal ideal in R ;  
(iv) every nonzero homomorphism of rings R --+  S is a monomorphism. 

REMARK. The analogue of Corollary 2.21 for division rings is false {Exercise 9). 

PROOF OF 2.21. This result may be proved directly (Exercise 7) or as follows. 
R r-.J R/0 is a field if and only if 0 is maximal by Theorem 2.20. But clearly 0 is maxi· 
mal if and only if R has no proper ideals. Finally, for every ideal /( 7J6 R) the canonical 
map 1r : R --+ Rj I is a nonzero homomorphism with kernel / (Theorem 2.8). Since 1r 
is a monomorphism if and only if I = 0, (iv) holds if and only if R has no proper 
ideals. • 

We now consider (direct) products in the category of rings. Their existence and 
basic properties are easily proved, using the corresponding facts for groups. Co
products of rings, however, are decidedly more complicated. Furthermore co
products in the category of rings are of less use than, for example, co products (direct 
sums) in the category of abelian groups. 

Theorem 2.22. Let { Ri I i E I }  be a nonempty family of rings and II Ri the direct 
ial 

product of the additive abelian groups Ri; 
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(i) II Ri is a ring with multiplication defined by ( ad itl { bd h i  = { aibd i !l ; 
i£1 

(ii) ifRi has an identity [resp. is co1nmurative] for every i € I, then II Ri has an 
id 

identity [resp. is com1nutative] ; 
(iii) for each k E I the canonical projection 7rk : II Ri ---+ Rk given by { ai l  � ak, is 

ie.I 

an epimorphism of rings; 
(iv) for each k € I the canonical injection Lk : Rk ---+ II Ri, gicen by ak � ( ai } 

i£1 

(where ai = 0 for i ¢ k), is a monomorphism of rings. 

PROOF. Exercise. • 

II Ri is called the (external) direct product of the family of rings { R1 I i € I} . If the 
ir.I 

index set is finite, say I = { 1 ,  . . . , n }  , then we sometimes write R1 X R2 X · · · X R7l 

instead of II Ri. 
If { Ri I i E I} is a family of rings and for each i E /, Ai is an ideal in Ri, then it is 

easy to see that II Ai is an ideal in II Ri. If Ai = 0 for all i � k, then the ideal 
id �I 

II Ai is precisely Lk(Ak). If the index set I is finite and each Ri has an identity, then 
ie.I 

every ideal in II Ri is of the form II Ai with Ai an ideal in Ri (Exercise 22). 
iai ie.I 

Theorem 2.23. Let { R i  I i e I } be a nonempty Ja1ni/y of rings, S a ring and 
( <Pi : S � Ri I i € I }  a family ofhomo1norphisms of rings. Then there is a unique homo
morphisln of rings <P : S � II R i such that 1ri<P = cpi for all i E I. The ring II Ri is 

id ie.l 

uniquely determined up to isomorphism by this property. In other words II R i is a 
icl 

product in the category of rings. 

SKETCH OF PROOF. By Theorem 1.8.2 there is a unique homomorphism of 
groups <P : S ---+ II Ri such that 1ri<P = <Pi for all i E I. Verify that <P is also a ring 

iJ 

homomorphism. Thus II Ri is a product in the category of rings (Definition I. 7 .2) 
id 

and therefore determined up to isomorphism by Theorem 1 .-7.3. • 

Theore m  2.24. Let A1 ,A2, . . .  , An be ideals in a ring R such that (i) At + A2 + · · · + 
An = R and (ii) for each k (1 < k < n), Ak n (At + · · · + Ak-t + Ak+l + · · · + An) 

= 0. Then there is a ring isomorphism R "" At X A2 X · · ·  X An. 

PROOF. By the proof of Theorem 1.8.6 the map <P :  A 1 X A2 X · · ·  X An ---+ R 

given by (at, . . .  ' an) �  al + a2 + . . .  + an is an isomorphism of additive abelian 
groups. We need only verify that <P is a ring homomorphism. Observe that if i ¢ j 
and ai E Ai, ai E Aj, then by (ii) aiai € Ai n Ai = 0. Consequently, for all ai,bi € Ai : 

whence <P is a homomorphism of rings. • 
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If R is a ring and At, . . .  , An are ideals in R that satisfy the hypotheses of Theo
rem 2.24, then R is said to be the (internal) direct product of the ideals Ai. As in the 
case of groups, there is a distinction between internal and external direct products. 
If  a ring R is the internal direct product of ideals A1, . . . , A1l, then each of the Ai is 
actually an ideal contained in R and R is iso1norphic to the external direct product 
A t X · · ·  X An. However, the external direct product At X · · · X An does not contain 
the Ai, but only isomorphic copies of them (namely the L,(A ;) - see Theorem 2.22). 
Since this distinction is unimportant in practice, the adjectives uinternal" and 
"external'' will be omitted whenever the context is clear and the following notation 
will be used. 

NOTATION. We write R = IT A ;  or R = At X A2 X ·  · · X  An to indicate that 
the ring R is the internal direct product of its ideals A�, . . .  , An. 

Other characterizations of finite direct products are given in Exercise 24. 
We close this section with a result that will be needed in Chapters VIII and IX . 

Let A be an ideal in a ring R and a,b E R. The element a is said to be congruent to b 
modulo A (denoted a = b (mod A)) if a - b E .  4 • Thus 

a = b (mod A) <=> a - b E  A <=> a +  A = b + A . 

Since Rj A is a ring by Theorem 2.7, 

at = a2 (mod A) and bt == b2 (mod A) => 
at + bt = a2 + b2 (mod A) and atbt = a2b2 (mod A). 

Theorem 2.25. (Chinese Remainder Theorem) Let At, . . . , An be ideals in a ring R 
such that R2 + Ai = R for all i and Ai + Aj = R for all i � j .  lfbt, . . . , bn E R, 
then there exists b E R such that 

( i = 1 ,2, . . . , n). 

Furthermore b is uniquely determined up to congruence modulo the ideal 

REMARK. If R has an identity, then R2 = R, whence R2 + A  = R for every 
ideal A of R. 

SKETCH OF PROOF OF 2.25. Since A1 + A2 = R and At + Aa = R, 

R2 = (At + A2)(A1 + Aa) = At2 + AtAs  + A2A1 + A2As 
C At + A2As C A. + (A2 n Aa). 

Consequently, since R = At + R2, 

R = At + R2 C A t + (At + (A2 n Aa)) = At + (A2 n A3) C R. 

Therefore, R = A1 + (A2 n A3). Assume inductively that 

R = At + (A2 n Aa n · · · n Ak-t). 

Then 
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and hence 

R = R2 + A1 c. A1 + (A2 n · · · n Ak) c R. 

Therefore, R =-� A1 + (A2 n · · 0 n Ak) and the induction step is proved. Con
sequently, R = At  + (A2 n · · 0 n An) = At  + (n Ai). A similar argument 

i � l  
shows that for each k = 1 ,2, . . .  , n, R = Ak + <n Ai). Consequently for each k 

i � k  
there exist elements ak € Ak and rk € n Ai such that bk = ak + rk. Furthermore 

i�k , 
rk :;;; bk (mod Ak) and rk == 0 (mod Ai) for i � k. 

Let b = r1 + r2 + · · · + r fl and use the remarks preceding the theorem to verify that 
b = bi (mod At) for eviy i. Finally if c € R is such that c = bi (mod Ai) for every i, 

n 

then b = c (mod Ai) for each i, whence b - c e Ai for all l. Therefore, b - c € n Ai 
i == l  

and b = c (mod n Ai) · • 
1. = 1  

The Chinese Remainder Theorem is so named because it is a generalization of the 
following fact from elementary number theory, which was known to Chinese mathe
maticians in the first century A.D. 

Corollary 2.26. Let m1,m2, . . .  , mn be positive integers such that (mi,mj) = 1 for 
i � j .  /fbt ,b2, . . .  , bn are any integers, then the system of congruences 

has an integral solution that is uniquely determined modulo m = m1m2 · · · fin .  

n 

SKETCH OF PROOF. Let Ai = (mi) ; then n Ai = (1n). Show that 
i = l  

(lni,mi) = 1 implies Ai + A1 = Z and apply Theorem 2.25. • 

Corollary 2.27. If At, . . .  , An are ideals in a ring R,  then there is a monomorphism 
of rings 

0 : Rj(At n · · · n An) � R/ At X R/ A2 X ·  · · X R/ A • . .  

/f R2 + Ai = R for all i and Ai + A1 = R for all i � j, then 0 is an isomorphism 
of rings. 

SKETCH OF PROOF. By Theorem 2.23 the canonical epimorphisms trk : R � 
R/ Ak (k = 1 ,  . . . � n) induce a homomorphism of rings 81 : R � R! At X · · · X R/ A11 
with e.(r) = (r + At, . . . , r + An). Clearly ker e. = AI n . . . n An . Therefore, Ot 
induces a monomorphism of rings 0 : Rj(A 1 n · · · n An) �  Rj At X · · ·  X R/ An 
(Theorem 2.9). The map (} need not be surjective (Exercise 26). However, if the 
hypotheses of Theorem 2.25 are satisfied and (ht + A�, . . . , bn + A") € R/ A I 

I 

� 
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X · · ·  X R/ An, then there exists b E  R such that b = bi (mod Ai) for all i. Thus 
O(b + n Ai) = (b + A1, . . .  , b + An) = (bt + At, . . .  , bn + An), whence 0 is an 

l 

epimorphism. • 

E X E R C I S E S  
1 .  The set of all nilpotent elements in a commutative ring forms an ideal [see 

Exercise 1 . 12] .  

2. Let I be an ideal in a commutative ring R and let Rad I = { r E R I rn c: I for 
some n } . Show that Rad I is an ideal. 

3. If R is a ring and a E R, then J = � r E R I ra = 0 }  is a left ideal and 
K = { r E R I ar = 0 }  is a right ideal in R. 

4. If I is a left ideal of R, then A(l) = { r E R I rx = 0 for every x E / }  is an ideal in R. 

5. If I is an ideal in a ring R, let [R : /] = { r E R I xr E I for every x c: R } .  Prove that 
[R : I] is an ideal of R which contains I. 

6. (a) The center of the ring S of all 2 X 2 matrices over a field F consists of all 

matrices of the form ( � �} 
(b) The center of S is not an ideal in S. 
(c) What is the center of the ring of all n X n matrices over a division ring? 

7. (a) A ring R with identity is a division ring if and only if  R has no proper left 
ideals. [Proposition 1 . 1 .3 may be helpful.] 
(b) If S is a ring (possibly without identity) with no proper left ideals, then either 
S2 = 0 or S is a division ring. [Hint: show that { a  E S I Sa = 0 }  is an ideal. If 
cd � 0, show that { r E S I rd = 0} = 0. Find e E S such that ed = d and show 
that e is a (two-sided) identity.] 

8 .  Let R be a ring with identity and S the ring of all n X n matrices over R. J is an 
ideal of S if and only if J is the ring of all n X n matrices over I for some ideal / 
in R. [Hint: Given J, let I be the set of all those elements of R that appear as the 
row 1-column 1 entry of some matrix in J. Use the matrices E,. , h  where 1 < r < n, 
1 < s < n, and Er ,s has lR  as the row r-column s entry and 0 elsewhere. Observe 
that for a matrix A = (aii), Ep,rAEs,q is the matrix with ar3 in the row p-column 
q entry and 0 elsewhere.] 

9. Let S be the ring of all n X n matrices over a division ring D. 

(a) S has no proper ideals (that is, 0 is a maximal ideal). [Hint: apply Exercise 
8 or argue directly, using the matrices Er,s mentioned there.] 

(b) S has zero divisors. Consequently, (i) S "" S/0 is not a division ring and 
(ii) 0 is a prime ideal which does not satisfy condition ( 1)  of Theorem 2. 15 .  

10 .  (a) Show that Z is  a principal ideal ring [see Theorem 1.3 . 1 ] .  
(b) Every homomorphic image of a principal ideal ring is  also a principal ideal 
nng. 
(c) Zm is a principal ideal ring for every m > 0. 



134 CHAPTER I l l  R I NGS 

1 1 .  If N is the ideal of all nilpotent elements in a commutative ring R (see Exercise 1 ), 
then Rj N is a ring with no nonzero nilpotent elements. 

1 2. Let R be a ring without identity and with no zero divisors. Let S be the ring 
whose additive group is R X Z as in the proof of Theorem 1 . 1 0. Let 
A = { (r,n) E S I rx + nx = 0 for every x E R I .  

(a) A is an ideal in S. 
(b) Sj A has an identity and contains a subring isomorphic to R. 
(c) S/ A has no zero divisors. 

13 .  Let f : R � S be a homomorphism of rings, I an ideal in R, and J an ideal in S. 
(a) f-1(1) is an ideal in R that contains Ker f. 
(b) If jis an epimorphism., then f(l) is an ideal in S. If /is not surjective, f(l) 

need not be an ideal in S. 

14. If P is an ideal in a not necessarily commutative ring R, then the following con
ditions are equivalent. 

(a) P is a prime ideal. 
(b) If r,s E R are such that rRs C P, then r E P or s E P. [Hint: lf(a) holds and 

rRs C P, then (RrR)(RsR) C P, whence RrR C P or RsR C P, say RrR C P. 
If A = (r), then A3 C RrR C P, whence r E A C P.) 

(c) If (r) and (s) are principal ideals of R such that (r)(s) C P, then r E P  or 
s e P. 

(d) If U and V are right ideals in R such that UV C P, then U C P or V c P. 
(e) If U and V are left ideals in R such that UV C P, then U C P or V C P. 

15. The set consisting of zero and all zero divisors in a commutative ring with 
identity contains at least one prime ideal. 

1 6. Let R be a commutative ring with identity and suppose that the ideal A of R is 
contained in a finite union of prime ideals Pt U · · · U Pn. Show that A C Pi for 
some i. [Hint: otherwise one may assume that A n Pi ¢ U Pi for all j. Let 

i �j 
ai E (A n Pi) - (U Pi)- Then al + a2aa · . · an is in A but not in Pt u . . .  u Pn.] 

i �j 
1 7. Let f : R ---+ S be an epimorphism of rings with kernel K. 

(a) If P is a prime ideal in R that contains K, then f(P) is a prime ideal in S 
[see Exercise 1 3] .  

(b) If  Q is a prime ideal in S, then f-1( Q) is a prime ideal in R that contains K. 
(c) There is a one-to-one correspondence between the set of all prime ideals 

in R that contain K and the set of all prime ideals in S, given by P f-. f(P). 
(d) If I is an ideal in a ring R, then every prime ideal in R/ I is of the form PI I, 

where P is a prime ideal in R that contains /. 
1 8. An ideal M � R in a commutative ring R with identity is maximal if and only if 

for every r E R - M, there exists x E R such that 1R - rx E M. 

19. The ring E of even integers contains a maximal ideal M such that Ej M is nor 
a field. 

20. In the ring Z the following conditions on a nonzero ideal / are equivalent : (i) I is 
prime; (ii) I is maximal; (iii) I = (p) with p prime. 

21 . Determine all prime and maximal ideals in the ring Zm. 
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22. (a) If R�, . . .  , Rn are rings _with identity and I is an ideal in Rt X · · · X R,, then 
I -= At X ·  · · X Am, where each Ai is an ideal in Ri. [Hint: Given I let Ak = 1rk(l), 
where 1rk : Rt X · ·  · X  Rn --4 Rk is the canonical epimorphism.] 
(b) Show that the conclusion of (a) need not hold if the rings Ri do not have 
identities. 

23. An element e in a ring R is �id to be idempotent if e2 = e. An element of the 
center of the ring R is said to be central. If e is a central idempotent in a ring R 
with identity, then 

(a) 1 R - e is a central idempotent ; 
(b) eR and ( IR  - e)R are ideals in R such that R = eR X (lR - e)R. 

24. Idempotent elements e., . . .  , e, in a ring R [see Exercise 23] are said to be 
orthogonal if  eiei = 0 for i �  j. If R, R1, . . .  , R, are rings with identity, then the 
following conditions are equivalent : 

(a) R � R 1 X · · · X Rn. 
(b) R contains a set of orthogonal central idempotents [Exercise 23] 

i e�, . . .  , en }  such that et + e2 + · · · + e, = 1R and eiR � Ri for each i. 
(c) R is the internal direct product R = At X · · · X A, where each Ai is an 

ideal of R such that Ai "" Ri. 
[Hint: (a) :=::} (b) The elements el = (lRt,O, . . .  ' 0), e2 = (0,1R2,0, . . .  ' 0), . . .  , e, 
= (0, . . .  , O,lRJ are orthogonal central idempotents in S = Rt X · · · X Rn 
such that e. + · · · + en = ls and eiS � Ri. (b) => (c) Note that Ak = ekR is the 
principal ideal (ek) in R and that ekR is itself a ring with identity ek.] 

25. If m E  Z has a prime decomposition m = pl'� · · · Ptk' (k; > 0;  Pi distinct primes), 
then there is an isomorphism of rings Zm ro..� Zp1k1 X · · · X Zp,kt. [Hint: Corollary 
2.27 .] 

26. If R = Z, At = (6) and A2 = (4), then the map 8 : R/ At n A2 --+ Rj At X Rj A2 
of Corollary 2.27 is not surjective. 

3. FACTORIZATION I N  COMM UTATIVE RI NGS 

In this section we extend the concepts of divisibility, greatest common divisor and 
prime in the ring of integers to arbitrary commutative rings and study those integral 
domains in which an analogue of the Fundamental Theorem of Arithmetic (Intro
duction, Theorem 6.  7) holds. The chief result is that every principal ideal domain is 
such a unique factorization domain. In addition we study those commutative rings 
in which an analogue of the division algorithm is valid (Euclidean rings). 

Defin ition 3.1.  A nonzero ele1nent a of a commutative ring R is said to divide an 
element b E  R (notation : a I b) if there exists x e R such that ax = b. Elements a,b ofR 
are said to be associates if a I b and b I a. 

Virtually all statements about divisibility may be phrased in terms of principal 
ideals as we now see. 
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Theorem 3.2. Let a�b and u be elements of a commutath·e ring R with identity. 

(i) a I b if and only if(b) C (a). 
(ii) a and b are associates if and only if( a) = (b). 

(iii) u is a unit if and only 1ju I r for all r e R. 
(iv) u is a unit if and only if(u) = R. 
(v) The relation ..  a is an associate ofb" is an equivalence relation on R .  

(vi) /fa = br with r e R a unit, then a and b are associates. lf R is an integral 
domain, the converse is true. 

PROOF. Exercise; Theorem 2.5(v) may be helpful for (i) and (ii). • 

Defin ition 3.3. Let R be a commutative ring with identity. An element c of R ts 
irreducible provided that: 

(i) c is a nonzero nonunit; 
(ii) c = ab ==> a or b is a unit. 

An element p ofR is prime provided that: 

(i) p is a nonzero nonunit; 
(ii) p I ab :::::} p I a or p I b. 

EXAMPLES. If p is an ordinary prime integer, then both p and -p are irre
ducible and prime in Z in the sense of Definition 3.3. In the ringZth 2 is easily seen to 
be a prime. However 2 e Z6 is not irreducible since 2 = 2 · 4 and neither 2 nor 4 are 
units in Z6 (indeed they are zero divisors). For an example of an irreducible element 
which is not prime, see Exercise 3 .  

There is a close connection between prime [resp. irreducible] elements in a ring R 
and prime [resp. maximal] principal ideals in R. 

Theorem 3.4. Let p and c be nonzero elements in an integral domain R .  

(i) p is prime if Jnd only if(p) is nonzero prime ideal; 
(ii) c is irreducible if and only if(c) is maximal in the set -S of all proper principal 

ideals ofR. 
(iii) Every prime element of R is irreducible. 
(iv) lfR is a principal ideal domain, then p is prime if and only ifp is irreducible. 
(v) Every associate of an irreducible [resp. prime] element of R is irreducible 

[resp. prime] . 
(vi) The only divisors of an irreducible element of R are ·its associates and rhe 

units ofR. 

REMARK. Severa] parts of Theorem 3.4 are true for any commutative ring with 
identity, as is seen in the following proof. 

SKETCH OF PROOF OF 3.4. (i) Use Definition 3 .3 and Theorem 2 . 15 .  (ii) If 
c is irreducible then (c) is a proper ideal of R by Theorem 3.2.  If (c) C (d), then 

l 
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c = dx. Since c is irreducible either dis a unit (whence (d) = R) or x is a unit (whence 
(c) = (d) by Theorem 3.2) . Hence (c) is maximal in S. Conversely if (c) is maximal in 
S, then c is a (nonzero) nonunit in R by Theorem 3.2. If c = ab, then (c) C (a), 
whence (c) = (a) or (a) = R. If (a) = R, then a is a unit (Theorem 3.2) . If (c) = (a), 
then a = cy and hence c = ab = cyb. Since R is an integral domain 1 = yb, whence 
b is a unit. Therefore, c is irreducible. (iii) If p = ab, then p I a or p I b; say p I a. 
Then px = a and p = ab = pxb, which implies that 1 = xb. Therefore, b is a unit. 
(iv) If p is irreducible, use (ii), Theorem 2. 1 9  and (i) to show that p is prime. (v) If c is 
irreducible and d is an associate of c, then c = du with u s  R a unit (Theorem 3.2). If 
d = ab, then c = abu, whence a is a unit or bu is a unit. But if bu is a unit, so is b. 
Hence d is irreducible. (vi) If c is irreducible and a I c, then (c) C (a), whence 
(c) = (a) or {a) = R by (ii). Therefore, a is either an associate of c or a unit by 
Theorem 3.2. • 

We have now developed the analogues in an arbitrary integral domain of the 
concepts of divisibility and prime integers in the ring Z. Recall that every element in 
Z is a product of a finite number of irreducible elements (prime integers or their 
negatives) according to the Fundamental Theorem of Arithmetic (Introduction, 
Theorem 6.7). Furthermore this factorization is essentially unique (except for the 
order of the irreducible factors). Consequently, Z is an example of: 

Definition 3.5. An integral domain R is a unique factorization domain provided that: 

(i) every nonzero non unit element a of R can be written a = C1C2 · · · Cn, with 
c., . . .  , Cn irreducible. 

(ii) If a = C1C2 · · · Cn and a = d1d2 · · · drn (ci,di irreducible), then n = m and for 
some permutation a of { 1 ,2, . . .  , n } ,  Ci and du<o are associates for every i .  

REMARK. Every irreducible element in  a unique factorization domain is neces
sarily prime by (ii). Consequently, irreducible and prime elements coincide by 
Theorem 3.4 (iii). 

Definition 3.5 is nontrivial in the sense that there are integral domains in which 
every element is a finite product of irreducible elements, but this factorization is not 
unique (that is, Definition 3.5 (ii) fails to hold) ; see Exercise 4. Indeed one of the 
historical reasons for introducing the concept of ideal was to obtain some sort of 
unique factorization theorems (for ideals) in rings of algebraic integers in which 
factorization of elements was not necessarily unique; see Chapter VIII. 

In view of the relationship between irreducible elements and principal ideals 
(Theoretn 3 .4) and the example of the integers, it seems plausible that every principal 
ideal domain is a unique factorization domain. In order to prove that this is indeed 
the case we need : 

Lem ma 3.6. lfR is a principal ideal ring and (a.) C (a2) C · · · is a chain of ideals in 
R, then for some positive integer n, (aj) = (an) for all j > n. 
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PROOF. Let A = U (ai)- We claim that A is an ideal. If b,c e A, then b e  (ai) 
i > l  

and c e (ai) . Either i < j or i > j; say i > j. Consequently (ai) C (ai) and b,c e (ai). 
Since (ai) is an ideal b - c e (az) C A. Similarly if r e R and b e  A ,  then b e  (ai), 
whence rb e (ai) C A and br e (ai) C A. Therefore, A is an ideal by Theorem 2.2. 
By hypothesis A is principal, say A = (a). Since a e A = U(a,), a e (an) for some n.  
By Definition 2.4 (a) C (an) · Therefore , for every j > n, (a) C (an) C (aj) C A = 
(a), whence (a1) = (aJ. • 

Theorem 3.7. Every principal ideal domain R is a unique factorization domain. 

REMARK. The converse of Theorem 3.7 is false. For example the polynomial 
ring Z[x] can be shown to be a unique factorization domain (Theorem 6. 14 below), 
but Z[x] is not a principal ideal domain (Exercise 6. 1 ) .  .. 

SKETCH OF PROOF OF 3.7. Let S be the set of all nonzero nonunit ele
ments of R which cannot be factored as a finite product of irreducible elements. 
We shall first show that S is empty, whence every nonzero nonunit element of R has 
at least one factorization as a finite product of irreducibles. Suppose S is not empty 
and a e: S. Then (a) is a proper ideal by Theorem 3 .2(iv) and is contained in a n1aximal 
ideal (c) by Theorem 2. 1 8 . The element c e R is irreducible by Theorem 3 .4(ii). Since 
(a) C (c), c divides a. Therefore, it is possible to choose for each a e S an irreducible 
divisor Ca of a (Axiom of Choice). Since R is an integral domain, ca uniquely deter
mines a nonzero- X a e R such that CaXa = a. We claim that Xa e S. For if X a were a 
unit, then a = CaXa would be irreducible by Theorems 3.2(vi) and 3.4(v). If X a is a non
unit and not in S, then Xa has a factorization as a product of irreducibles, whence a 
also does. Since a e S this is a contradiction. Hence X a e S. Furthermore, we claim 
that the ideal (a) is properly contained in the ideal (xa). Since Xa I a, (a) C (xa) by 
Theorem 3.2(i). But (a) = (xa) implies that Xa = ay for some y e: R, whence 
a = XaCa = ayca and 1 = yca. This contradicts th� fact that Ca is irreducible (and 
hence a nonunit). Therefore (a) C (xa) -

¢ 

The preceding remarks show that the function f : S � S given by f(a) = Xa is 
well defined. By the Recursion Theorem 6.2 of the Introduction (with f = fn for all n) 
there exists a function q; : N � S such that 

q;(O) = a and <P(n + 1 )  = /(q;(n)) = x�<l't> (n > 0). 

If we denote q;(n) by an , we thus have a sequence of elements of S: a,a1 ta2, . . .  such that 

Consequently, the preceding paragraph shows that there is an ascending chain 
of ideals 

contradicting Lemma 3 .6. Therefore, the set S must be empty, whence every nonzero 
nonunit element in R has a factorization as a finite product of irreducibles. 
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Finally if c1c2 · · · Cn = a = d1d2 · · · dm (ci,di irreducible), then Ct divides some d, by 
Theorem 3.4(iv). Since Ct is a nonunit, it must be an associate of di by Theorem 3.4 
(vi). The proof of uniqueness is now completed by a routine inductive argument. • 

Several important integral domains that we shall meet frequently have certain 
properties not shared by all integral domains. 

Defin ition 3.8. Let N be the set of nonnegative integers and R a commutative ring. 
R is a Euclidean ring if there is a function cp : R - { 0} � N such that: 

(i) ifa,b e R and ab =I= 0, then �a) < {O(ab); 
(ii) ifa,b E R and b � 0, then there exist q,r e R such that a = qb + r with r = 0, 
or r � 0 and 'P(r) < tp{b). 

A Euclidean ·ing which is an integral domain is called a Euclidean domain. 

EXAMPLE. The ring Z of integers with cp(x) = lxl is a Euclidean domain . 

EXAMPLE. IfF is a field, let cp(x) = 1 for all x e F, x � 0. Then F is a Euclidean 
domain. 

EXAMPLE. If F is a field, then the ring of polynomials in one variable F[x] is a 
Euclidean domain with cp( f) = degree of f; see Corollary 6.4 below. 

EXAMPLE. Let Z[/J be the following subset of the complex numbers 
Z[i) = ( a  + hi 1 a, b e Z } .  Z(iJ is an integral domain called the domain of Gaussian 
integers. Define <P(a + bi) = a2 + b2• Clearly cp(a + hi) � 0 if a +  hi � 0;  it is also 
easy to show that condition (i) of the definition is satisfied. The proof that cp satisfies 
condition (ii) is left to the reader (Exercise 6). 

Theorem 3.9. Every Euclidean ring R is a principal ideal ring with identity. Con
sequently every Euclidean domain is a unique factorization domain. 

REMARK. The converse of Theorem 3 .9 is false since there are principal ideal 
domains that are not Euclidean domains (Exercise 8). 

PROOF OF 3.9. If I is a nonzero ideal in R, choose a e I such that cp(a) is the 
least integer in the set of nonnegative integers f cp(x) I x � 0; x e ll . If b e  I, then 
b = qa + r with r = 0 or r -¢. 0 and cp(r) < <P(a). Since b e  I and qa e I, r is necessarily 
in I. Since �(r) < '{)(a) would contradict the choice of a, we must have r = 0, whence 
b = qa. Consequently, by Theorem 2.5 I C Ra c (a) c I. Therefore I = Ra = (a) 
and R i� a principal ideal ring. 

Since R itself is an ideal, R = Ra for some a e R. Consequently, a = ea = ae for 
some e e R. If b e R = Ra, then b = xa for some x e R. Therefore, be = (xa)e 
= x(ae) = xa = b, whence e is a multiplicative identity element for R. The last 
statement of the theorem is now an immediate consequence of Theorem 3 .7 .  • 

We close this section with some further observations on divisibility that will be 
used occasionally in the sequel (Sections 5, 6 and IV.6). 
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Definition 3.10. Let X be a nonempty subset of a commutative ring R. An element 
d E  R is a greatest common divisor of X provided: 

(i) d I a for all a E X ;  
(ii) c I a for all a E X ==> c I d. 

Greatest common divisors do not always exist. For example, in the ring E of even 
integers 2 has no divisors at all, whence 2 and 4 have no (greatest) common divisor. 
Even when a greatest common divisor of a1 , . . .  , an exists, it need not be unique. 
However, any two greatest common divisors of X are clearly associates by (ii). 
Furthermore any associate of a greatest common divisor of X is easily seen to be a 
greatest common divisor of X. If R has an identity and a1 ,a2 , • • •  , an have lR  as a 
greatest common divisor, then a. ,a2 , • • • an are said to be relatively prime. 

Theorem 3.11. Let a., . . .  , a .. be elements of a commutative ring R with identity. 

(i) d E R is a greatest common divisor of { a1 , . . .  , an J such that d = rial 
+ · · · + rnan for some ri E R if and only if(d) = (at) + (a2) + · · · + (an) ;  

(ii) if R is a principal ideal ring, then a greatest common divisor of a1 , . . .  , an 
exists and every one is of the form ria l + · · · + rnan (ri E R) ; 

(iii) if R is a unique factorization domain, then there exists a greatest common 
divisor ofa�, . . .  ' an. 

REMARK. Theorem 3. l l (i) does not state that every greatest common divisor of 
a�, . . .  , an is expressible as a linear combination of a., . . .  , a, .  In general this is not 
the case (Exercise 6. 1 5). See also Exercise 1 2. 

SKETCH OF PROOF OF 3.11. (i) Use Definition 3 . 10  and Theorem 2.5. 
{ii) follows from (i). (iii) Each a;has a factorization: a;-- cfj1cr'2 • • 

• c;n��with c 1 ,  • • • , C1 
distinct irreducible elements and each mii > 0. Show that d = c1k•cl'" · · · c,k1 is a 
greatest common divisor of a., . . .  , an, where k1 = min {mt1,m21,ma1, • • •  , mni } . • 

EX E R C I S E S 
I .  A nonzero ideal in a principal ideal domain is maximal if  and only if  it is prime. 

2. An integral domain R is a unique factorization domain if and only if every non
zero prime ideal in R contains a nonzero principal ideal that is prime. 

3. Let R be the subring { a + b�IO  I a,b e. Z}  of the field of real numbers. 
(a) The map N :  R � Z given by a +  b�I O  H (a + b-{iO)(a - b�lO) 

= a2 - 1 0b2 is such that N(uv) = N(u)N(v) for all u,v E R and N(u) = 0 if  and 
only if u = 0. 

(b) u is a unit in R if and only if  N(u) = ± 1 .  
(c) 2, 3, 4 + -{10 and 4 - �1 0  are irreducible elements of R. 
(d) 2, 3, 4 + �1 0  and 4 - -{10 are not prime elements of R. [Hint : 3 · 2 = 6 

= �4 + -{10)(4 - -{fO).f 
4. Show that in the integral domain of Exercise 3 every element can be factored 

into a product of irreducibles, but this factorization need not be unique (in the 
sense of Definition 3.5 (ii)). I 

l 
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5. Let R be a principal ideal domain. 
(a) Every proper ideal is a product P1P2 · · · P n of maximal ideals, which are 

uniquely determined up to order. 
(b) An ideal P in R is said to be primary if ab E P and a ¢ P imply bn E P for 

some n. Show that P is primary if and only if for some n, P = (pn), where p E R is 
prime ( = irreducible) or p = 0. 

(c) If P1 ,P2 ,  . • .  , P, are primary ideals such that P; = (p;"• ) and the P; are 
distinct primes, then P1P2 · · ·Pn = P1 n P2 n · · · n Pn. 

(d) Every proper ideal in R can be expressed (uniquely up to order) as the 
intersection of a finite number of primary ideals. 

6. (a) If a and n are integers, n > 0, then there exist integers q and r such that 
a = qn + r, where l rl < n/2. 
(b) The Gaussian integers Z[i] form a Euclidean domain with cp(a + hi) 
= a2 + b2• [Hint: to show that Definition 3 .8(ii) holds, first let y = a + hi and 
assume x is a positive integer. By part (a) there are integers such that a = Q1x + r1 
and b = Q2X + r2, with lr• l  < x/2, lr2f < x/2 . Let q = Q1 + Q2i and r = r1 + r2i; 
then y = qx + r, with r = 0 or �r) < �x). In the general case, observe that for 
x = c + di � 0 and x = c - di, xx > 0. There are q,ro E Z[i] such that 
yx = q(xx) + r0, with ro = 0 or cp(ro) < cp(xx). Let r = y - qx ; then y = qx + r 
and r = 0 or cp(r) < <P(x).] 

7. What are the units in the ring of Gaussian integers Z[i]? 

8. Let R be the following subring of the complex numbers : 
R = { a  + b(l + y'I9 i)/2 I a,b E Z } . Then R is a principal ideal domain 
that is not a Euclidean domain. 

9. Let R be a unique factorization domain and d a  nonzero element of R. There are 
only a finite number of distinct principal ideals that contain the ideal (d). [Hint: 
<d) c <k) => k I d. 1 

10. If R is a unique factorization domain and a,b E R are relatively prime and a I be, 
then a I c. 

1 1 .  Let R be a Euclidean ring and a E R. Then a is a unit in R if and only if cp(a) = �1 R)-

12 .  Every nonempty set of elements (possibly infinite) in a commutative principal 
ideal ring with identity has a greatest common divisor. 

13.  (Euclidean algorithm). Let R be a Euclidean domain with associated function 
cp : R - { 0 J � N. If a,b E R and b � 0, here is a method for finding the greatest 
common divisor of a and b. By repeated use of Definition 3.8(ii) we have: 

a = qoh + r1, with r1 = 0 or cp(rt) < cp(b) ; 
b = Qtrt + r2, with r2 = 0 or �r2) < cp(rt) ;  

r1 = Q2r2 + ra, with ra = 0 or cp(r3) < cp(r2) ; 



142 CHAPTER I l l  R I NGS 

Let ro = b and let n be the least integer such that rn+l = 0 (such an n exists since 
the <P(rk) form a strictly decreasing sequence of nonnegative integers). Show that 
rn is the greatest common divisor a and b. 

4. RI NGS OF QUOTI ENTS AN D LOCALIZATION 

In the first part of this section the familiar construction of the fiela of rational 
numbers from the ring of integers is considerably generalized. The rings of quotients 
so constructed from any commutative ring are characterized by a universal mapping 
property (Theorem 4.5). The last part of this section, which is referred to only oc
casionally in the sequel, deals with the (prime) ideal structure of rings of quotients 
and introduces localization at a prime ideal. 

Defin ition 4.1. A nonempty subset S of a ring R is multiplicative provided that 

a,b e S � ab e S. 

EXAMPLFS. The set S of all elements in a nonzero ring with identity that are 
not zero divisors is multiplicative. In particular, the set of all nonzero elements in an 
integral domain is multiplicative. The set of units in any ring with identity is a 
multiplicative set. If P is a prime ideal in a commutative ring R, then both P and 
S = R - P are multiplicative sets by Theorem 2.15 .  

The motivation for what follows may be seen most easily in the ring Z of integers 
and the field Q of rational numbers. The set S of all nonzero integers is clearly a 
multiplicative subset of Z. Intuitively the field Q is thought of as consisting of all 
fractions a/ b with a e Z and b e  S, subject to the requirement 

ajb = c/d <=> ad = be (or ad - be = 0). 

More precisely, Q may be constructed _as follows (details of the proof will be 
supplied later) . The relation on the set Z X S defined by 

(a,b) � (c,d) � ad - be = 0 

is easily seen to be an equivalence relation. Q is defined to be the set of equivalence 
classes of Z X S under this equivalence relation. The equivalence class of (a,b) is 
denoted ajb and addition and multiplication are defined in the usual way. One 
verifies that these operations are well defined and that Q is a field. The rna p Z � Q 
given by a �  a/ 1 is easily seen to be a monomorphism (embedding) . 

We shall now extend the construction just outlined to an arbitrary multiplicative 
subset of any commutative ring R (possibly without identity). We shall construct a 
commutative ring s-1R with identity and a homomorphism cps : R � S-1R. If S is 
the set of all nonzero elements in an integral domain R, then s-1R will be a field 
(S-1R = Q if R = Z) and cps will be a monomorphism embedding R in s-1R. 

Theorem 4.2. Let S be a multiplicative subset of a commutative ring R. The relation 
defined on the set R X S by 

(r ,s) r-..J (r' ,s') � s1(rs' - r's) = 0 for some s1 e: S ! I 

i 
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is an equivalence relation . Furthermore ifR has no zero divisors and 0 ' S, then 

(r.s) --- (r:s') (:=} rs' - r's = 0. 

PROOF. Exercise. • 
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Let S be a multiplicative subset of a commutative ring R and �"../ the equivalence 
relation of Theorem 4.2. The equivalence class of (r,s) e R X S will be denoted r/ s. 
The set of all equivalence classes of R X S under � will be denoted by s-IR. Verify 
that 

(i) rjs = r'/s' � St(rs' - r's) = 0 for some St e S; 
(ii) tr/ts = r/s for all r e R and s,t e S; 

(iii) If 0 e S, then s-IR consists of a single equivalence class. 

Theorem 4.3. Let S be a multiplicative subset of a commutative ring R and let s-IR 
be the set of equivalence classes o fR X S under the equivalence relation o /Theorem 4.2. 

(i) S-1R is a commutative ring with identity, where addition and multiplication are 
defined by 

r/s + r'/s' = (rs' + r's)/ss' and (rjs)(r'/s') = rr'/ss'. 

(ii) 1/R is a nonzero ring with no zero divisors and 0 ' S, then s-1R is an integral 
domain . 

( i ii) 1/R is a nonzero ring with no zero divisors and S is the set of all nonzero ele
ments ofR,  then S-1R is afield. 

SKETCH OF PROOF. (i) Once we know that addition and multiplication in 
s-1 R are well-defined binary operations (independent of the choice of r,s,r' ,s') , the 
rest of the proof of (i) is routine. In particular, for all s,s' e S, Ojs = 0/s' and 0/s is 
the additive identity. The additive inverse of rjs is - r/s. For any s,s' e S, s/s = s'/s' 
and s/ s is the multiplicative identity in s-1R. 

To show that addition is well defined, observe first that since S is multiplicative 
(rs' + r's)/ss' is an element of s-•R. If r/s = rtfs1 and r'/s' = r'tls'.. , we must show 
that (rs' + r' s)/ ss' = (rtSt' + rt' St)/ StSt'. By hypothesis there exist s2,s3 e S such that 

s2(rs1 - r1s) = 0, 

sa(r'st' - rt's') = 0. 

Multiply the first equation by sas'st' and the second by s2ss1. Add the resulting equa
tions to obtain 

S2Sa[(rs' + r' s)stSt' - (rtSt' + rt' St)ss'] = 0. 

Therefore, (rs' + r's)/ ss' = (rtSt' + rt'st)! StS/ (since s2s3 e S). The proof that 
multiplication is independent of the choice of r,s,r' ,s' is similar. 

(ii) If R has no zero divisors and 0 + S, then r/ s = 0/ s i f  and only if  r = 0 in R. 
Consequently, (r/ sXr' Is') = 0 in s-1R if  and only if rr' = 0 in R. Since rr' = 0 if 
and only if r = 0 or r' = 0, it follows that s-1R is an integral domain. (iii) If r '#- 0, 
then the multiplicative inverse of r/ S E S-1R is sjr E S-IR. • 
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The ring s-IR in Theorem 4.3 is called the ring of quotients or ring of fractions or 
quotient ring of R by S. An important special case occurs when S is the set of all non
zero elements in an integral domain R. Then s-IR is a field (Theorem 4.3(iii)) which 
is called the quotient field of the integral domain R. Thus if R = Z, the quotient field 
is precisely the field Q of rational numbers. More generally suppose R is any non
zero commutative ring and S is the set of all nonzero elements of R that are not zero 
divisors. If S is nonempty (as is always the case if R has an identity), then s-1R is 
called the complete (or full) ring of quotients (or fractions) of the ring R.8 Theorem 4.3 
(iii) may be rephrased: if a nonzero ring R has no zero divisors, then the complete 
ring of quotients of R is a field. Clearly the complete ring of quotients of an integral 
domain is just its quotient field. 

If q: : Z � Q is the map given by n � n/1 ,  then 'f is clearly a monomorphism 
that embeds Z in Q. Furthermore, for every nonzero n, cp(n) is a unit in Q. More 
generally, we have : 

Theorem 4.4. Let S be a multiplicative subset of a commutative ring R .  

(i) The map <Ps : R � s-IR given by r t---+ rs/s (for any s e S) is a well-defined 
homomorphism of rings such that cps(s) is a unit in s-IR for ecery s e S. 

(ii) JfO t S and S contains no zero divisors, then <Ps is a monomorphism. In par
ticular, any integral do1nain may be en1bedded in its quotient field. 

(iii) /fR has an identity and S consists of units, then cps is an isomorphism. In par
ticular, the co1nplete ring of quotients ( = quotient field) of afield F is isomorphic to F. 

SKETCH OF PROOF. (i) If s,s' E S, then rs/s = rs'/s', whence cps is well de
fined. Verify that q;s is a ring homomorphism and that for each s e S, s/s2 e s-1R is 
the multipl icative inverse of s2/ s = �Ps(s). ( i i) If cp8(r) = rs/ s = 0 in s-IR, then 
rs/ s = 0/ s, whenct: rs2s1 = 0 for some s1 e S. Since s2s1 e S, s2st '#- 0. Since S has no 
zero divisors, we must have r = 0. (iii) 'Ps is a monomorphism by (ii). If r/s e S-1R 
with s a  unit in R, then r/s = 'fs(rs-1), whence cps is an epimorphism. • 

I n  view of Theorem 4.4 (ii) i t  is customary to identify an integral domain R with 
its image under <;s and to consider R as a  subring of its quotient field. Since l R  e S in 
this case, r € R is thus identified with r/ l R  € s-1R . 

The next theorem shows that rings of quotients may be completely characterized 
by a universal mapping property. This theorem is sometimes used as a definition of 
the ring of quotients. 

Theorem 4.5. Let S be a multiplicative subset of a com1nutative ring R and let T be 
any coJnJnutative ring with identity. Iff : R � T is a homon1orphism of rings such that 
f(s) is a unit in T for all s E S, then there exists a unique ho1nomorphism of rings 
f : s - IR __, T such that fq;s = f. The ring s-IR is completely determined (up to iso
morphisln) by this property. 

SKETCH OF PROOF. Verify that the map J :  S-IR --+ T given by j(r/s) 
= f(r) f(s)-I is a well-defined homomorphism of rings such that 1 ({)s = f. If 

3For the noncommutativc analogue, see Definition IX.4. 7. 
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g :  s-1R � T is another homomorphism such that gcp8 = f, then for every s e S, 
g(cp8(s)) is a unit in T. Consequently, g(cps(s)-1) = g(cps(s))-1 for every s e S by 
Exercise 1 . 1 5 . Now for each s E s, cps(s) = s2/s, whence cps(s)-1 = s/s2 e s-IR. Thus 
for each r/s e S-1R :  

g(r/s) = g(cps(r)cps(s)-1) = g(cps(r))g(cps(s)-1) = g(cps(r))g(cps(s))-1 

= f(r) f(s)-1 = ](r/s). 
Therefore, 1 = g. 

To prove the last statement of the theorem let e be the category whose objects 
are all (f,T), where T is a commutative ring with identity and f : R � T a homomor
phism of rings such that f(s) is a unit in T for every s e S. Define a morphism in e 
from ( fi.,Tt) to ( !2,T2) to be a homomorphism of rings g : TI ---+ T2 such that g h = f2. 
Verify that e is a category and that a morphism g in e ( /t,TI) � (J2,T2) is an equiv
alence if and only if g : Tt � T2 is an isomorphism of rings. The preceding paragraph 
shows that (cps,S-1R) is a universal object in the category e, whence S-IR is com
pletely determined up to isomorphism by Theorem I .  7.1 0. • 

Corol lary 4.6. Let R be an integral domain considered as a subring of its quotient 
field F. lfE is afield and f :  R � E a monomorphism of rings, then there is a unique 
monomorphism of fields f : F � E such that f I R = f. In particular any field Et con
taining R contains an isomorphic copy Ft ofF with R C F1 C E1-

SKETCH OF PROOF. Let S be the set of all nonzero elements of R and apply 
Theorem 4.5 to f :  R � E. Then there is a homomorphism J : S-1 R = F ---+ E such 
that fcps = f. Verify that ]is a monomorphism. Since R is identified with cps(R), this 
means that 1 1 R = f. The last statement of the theorem is the special case when 
f : R � £1 is the inclusion map. • 

Theorems 4.7-4. 1 1  deal with the ideal structure of rings of quotients. This 
material will be used only in Section VIII.6. Theorem 4. 1 3, which does not depend 
on Theorems 4. 7-4. 1 1 ,  will be referred to in the sequel. 

Theorem 4.7. Let S be a multiplicative subset of a commutative ring R. 

(i) If I is an ideal in R, then s-11 = { ajs I a e I ;  s e s l is an ideal in s-l R. 
(ii) lfJ is another ideal in R, then 

s-1(1 + J) = s-1I + s-1J ; 
S-1(1J) = (S-1I)(S-1J) ; 

s-1(1 n J) = s-1I n s-1J. 

REMARKS. S-1/ is called the extension of I in S-1R. Note that r/s e S-1/ need 
not imply that r e I since it is possible to have a/ s = r Is with a e /, r t /. 

SKETCH OF PROOF OF 4.7. Use the facts ( n ) m m 

= �1 c, /s; 'J-1 (a;b;/s) = fi (a;/s)(b;s/s) ; and 

n 

that in s-l R, L (ci/ s) 
i :::::a l 



146 CHAPTER I l l  R I NGS 

Theorem 4.8. Let S be a multiplicative subset of a commutative ring R with identit_v 
and let I be an ideal of R. Then s- 11 = s-•R if and only if s n I � 0. 

PROOF. If s E s n I, then ls-JR = sjs E s-•I and hence s-•I = s-•R . Con
versely, if  s-IJ = s-IR, then <;?s-1(S-1/) = R whence(;'s(l R) = ajs for some a E I, s e S. 

Since (;'s(l R) = I Rs! s we have s2st = ass1 for some St E S. But s2s. E S and ass1 E I 
imply S n I �  0. • 

In order to characterize the prime ideals in a ring of quotients we need a lemma. 
Recall that if J is an ideal in a ring of quotients s-1R, then (;'s-1(1) is an ideal in R 
(Exercise 2. 1 3) .  (;'s-1(1) is sometimes called the contracti().n of J in R. 

Lemma 4.9. Let S be a multiplicative subset of a commutative ring R with identity 
and let I be an ideal in R. 

(i) I c (;'s-•(s-•I). 
(ii) Ifl = �Ps-1(J) for some ideal J in s-•R , then S-11 = J. In other words every 

ideal in s-•R is of the form s-•I for some ideal I in R. 
(iii) IfP is a prime ideal in R and S n P = 0, then s-tp is a prime ideal in s-•R 

and (;'s-1(S-1P) = P. 

PROOF. (i) If a E I, then as E / for every s ES . Consequently, (;'s(a) = asjs E S-11, 
whence a E (;'s-•(S-1/). Therefore, I C (;'s-•(S-1/). (ii) Since I = (;'s-1(J) every ele
ment of s-11 is of the form r/s with (;'s(r) E J. Therefore, r/s = (l R/s)(rsjs) 
= (l R/S)(;'s(r) E ], whence s-II c J. Conversely, if r/s E J, then lps{r) = rsjs 
= (r I s)(s2/ s) E J, whence r E IPS -l(J) = I. Thus r Is E s-1I and hence J c s-1[. 

(iii) S-tp is an ideal such that s-Ip � s-IR by Theorem 4.8. lf (rjs)(r'js') c S-IP, 
then rr'jss' = aft with a E P, t E S. Consequently, Sttrr' = s1ss'a E P for some s1 c S. 
Since Stf E s and s n p = 0, Theorem 2 . 1 5  implies that rr' E P, whence r E p  or 
r' E P. Thus rIs E s-Ip or r' Is' E s-Ip_ Therefore, s-•p is prime by Theorem 2 . 15. 
Finally p c (;'s -I(S-IP) by (i). Conversely if r E ¢s -l(S-1P), lhen (;'s(r) E s-•P. Thus 
(;'s(r) = rs/ s = a/ t with a E P and s, t E S. Consequently, s.str = s1sa E P for some 
St E S. Since StSt c S  and s n p = 0, r E p  by Theorem 2 . 15 .  Therefore, 
(;'s-1(S-1P) C P. • 

Theorem 4.10. Let S be a multiplicative subset of a commurative ring R with identify. 
Then there is a one-ro-one correspondence between the set 'U of prime ideals ofR which 
are disjoint from S and the set CV of prime ideals ofS-1R, given by P � s-IP. 

PROOF. By Lemma 4.9(iii) the assignment P 'r--+ s-Ip defines an injective map 
'U � CU. We need only show that it is surjective as well. Let J be a prime ideal of 
s-•R and let p = 'Ps-1(J) . Since s-Ip = J by Lemma 4.9(ii), it suffices to show that 
P is prime. If ah e P, then <Ps(a)<Ps(b) = 'Ps(ab) e J since P = (;'s-I(J). Since J is prime 
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in s-•R, either cps(a) E J or cps(b) E J by Theorem 2 . 15 .  Consequently, either 
a E cp8-1(J) = P or b e  P. Therefore, P is prime by Theorem 2. 1 5 . • 

Let R be a commutative ring with identity and P a prime ideal of R. Then 
S = R - P is a multiplicative subset of R by Theorem 2. 15. The ring of quotients 
s-• R is called the localization of R at P and is denoted Rp. If I is an ideal in R, then 
the ideal s-•I in Rp is denoted [p. 

Theorem 4.1i. Let P be a prime ideal in a commutative ring R with identity. 

(i) There is a one-to-one correspondence between the set of prime ideals of R which 
are contained in P and the set of prime ideals ofRp, given by Q }--+ Qp ; 

(ii) the ideal Pp in Rp is the unique maximal ideal ofRp. 

PROOF. Since the prime ideals of..R. contained in P are precisely those which are 
disjoint from S = R - P, (i) is an immediate consequence of Theorem 4.10. If M is a 
maximal ideal of Rp, then M is prime by Theorem 2 . 19, whence M = Qp for some 
prime ideal Q of R with Q C P. But Q c P implies Qp c Pp . Since Pp � Rp by 
Theorem 4.8, we must have Qp = Pp. Therefore, Pp is the unique maximal ideal 
in Rp. • 

Rings with a unique maximal ideal, such as Rp in Theorem 4. 1 1 ,  are of some 
interest in their own right. 

Definition 4.12. A local ring is a commutative ring with identity which has a unique 
maximal ideal. 

REMARK. Since every ideal in a ring with identity is contained in some maximal 
ideal (Theorem 2.1 8), the unique maximal ideal of a local ring R must contain every 
ideal of R (except of course R itself). 

EXAMPLE. If p is prime and n > 1 ,  thenZpn is a local ring with unique maxi
mal ideaJ (p). 

Theorem 4 .. 13. IJR is a con1mutative ring with identity then the following conditions 
are equivalent. 

(i) R is a local ring; 
(ii) all nonunirs ofR are contained in some ideal M #- R ;  

(iii) the nonunits ofR form an ideal. 

SKETCH OF PROOF. If 1 is an ideal of R and a e I, then (a) c I by Theorem 
2.5. Consequently, I -;e R if and only if I consists only of nonunits (Theorem 3 .2(iv)). 
(ii) => (iii) and (iii) => (i) follow from this fact . (i) � (ii) If a � R is a nonunit, then 
(a) � R. Therefore, (a) (and hence a) js contained in the unique maximal ideal of R 
by the remark after Definition 4. 1 2 . • 
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E X E R C I S ES 
1 .  Determine the complete ring of quotients of the ring Zn for each n > 2. 

2. LetS be a multiplicative subset of a commutative ring R with identity and let Tbe a 
multiplicative subset of the ring s-IR. Let s* = { r E R I r/ s E T for some s E S } . 
Then S* is a multiplicative subset of R and there is a ring isomorphism 
S* -IR ro.J T-1(s-1R). 

3. (a) The set E of positive even integers is a multiplicative subset of Z such that 
E-1(Z) is the field of rational numbers. 
(b) State and prove condition(s) on a multiplicative subset S of Z which insure 
that s-lz is the field of rationals. 

4. If S = { 2,4 } and R = Z6, then S-1R is isomorphic to the field Za. Consequently, 
the converse of Theorem 4.3(ii) is false. 

5. Let R be an integral domain with quotient field F. If T.is an integral domain such 
that R C T C F, then F is (isomorphic to) the quotient field of T. 

6. Let S be a multiplicative subset of an integral domain R such that 0 + S. If R is a 
principal ideal domain [resp. unique factorization domain], then so is s-1 R. 

7 .  Let Rt and R2 be integral domains with quotient fields Ft and F2 respectively. If  
I : Rt � R2 is an isomorphism, then I extends to an isomorphism F1 ro.J F2. 
[Hint: Corollary 4.6.] 

8. Let R be a commutative ring with identity, I an ideal of R and 1r : R � R/ I the 
canonical projection. 

(a) If S is a multiplicative subset of R, then 1rS = 1r(S) is a multipl icative 
subset of R/ I. 

(b) The mapping 0 : S-1R � (1rS)-1(Rj/) given by r/s � 1r(r)j1r(s) is a well
defined function. 

(c) 0 is a ring epimorphism with kernel s-•1 and hence induces a ring iso
morphism s-•R;S-1/ ro.J (7rS)-1(R/ I). 

9. Let S be a multiplicative subset of a commutative ring R with identity. If I is an 
ideal in  R, then s-•(Rad /) = Rad (S-1/). (See Exercise 2 .2 . ]  

10. Let R be an integral domain and for each maximal ideal M (which is also prime, 
of course), consider RM as a subring of the quotient" field of R. Show that 
n RM = R, where the intersection is taken over all maximal ideals M of R. 

1 1 .  Let p be a prime in Z; then (p) is a prime ideal. What can be said about the rela
tionship of Zp and the localization Z(p)? 

12 .  A commutative ring with identity is local if and only if  for all r, s E R, r + s = 1 Il 

implies r or s is a unit . 

13 .  The ring R consisting of all rational numbers with denominators not divisible by 
some (fixed) prime p is a local ring. 

1 4. If M is a maximal ideal in a commutative ring R with identity and n is a positive 
integer, then the ring R/ MT· has a unique prime ideal and therefore is locaL 

1 5 . In a commutative ring R with identity the following conditions are equivalent: 
(i) R has a unique prime ideal; (ii) every nonunit is nilpotent (see Exercise 1 . 1 2); 



5. R I NGS OF POLYNOM IALS A N D  FOR M A L  POWER SE R I ES 149 

(iii) R has a minimal prime ideal which contains all zero divisors, and all non
units of R are zero divisors. 

1 6. Every nonzero homomorphic image of a local ring is local . 

5. RINGS OF POLYNOM IALS AN D FORMAL POWER SERI ES 

We begin by defining and developing notation for polynomials in one indeter
minate over a ring R.  Next the ring of polynomials in n indeterminates over R is 
defined and its basic properties are developed . The last part of the section, which is 
not needed in the sequel, is a brief introduction to the ring of formal power series in 
one indeterminate over R. 

Theorem 5.1. Let R be a ring and let R[x] denote the set of all sequences of elements 
ofR (ao,at, . . . ) such that ai = 0 for all but a finite number of indices i .  

(i) R[x] is a ring with addition and multiplication defined by: 

(ao,al , . . .  ) + (bo,bt , . . .  ) = (ao + bo,at + bt , . . .  ) 

and 
(ao,at ,  . . .  )(bo,bt, . . .  ) = (co,Ct, . . .  ), 

where 

n 

Cn = L an-ibi = anbo + an-tbl + . . . +atbn-1 + aobn = L akbj . 
i = O  k +i = n  

(ii) If R is commutative [resp. a ring with identity or a ring with no zero divisors or 
an integral domain], then so is R[x]. 

(iii) The map R -+ R[x] given by r � (r ,0,0, . . .  ) is a monomorphism of rings. 

PROOF. Exercise. If R has an identity I R, then ( lR,O,O, . . .  ) is an identity in R[x] . 
Observe that if (ao,at , . . . ), (ho,bt, . . .  ) e R [x] and k [resp. j] is the smallest index such 
that a�c � 0 [resp. b1 ¢ 0], then 

The ring R[x] of Theorem 5 . 1  is called the ring of polynomials over R. Its elements 
are called polynomials. The notation R[x] is explained below. In view of Theorem 
5 . l (iii) we shall identify R with its isomorphic image in R[x] and write (r,O,O, . . .  ) 
simply as r. Note that r(ao,at , . . .  ) = (ra0,rat, . . .  ). We now develop a more familiar 
notation for polynomials. 

Theorem 5.2. Let R be a ring with identity and denote by x the element (O,lR,O,O, . . .  ) 
ofR [x] .  

(i) xn = (0,0, . . .  ,0,1R,O, . . .  ) ,  where 1R is the (n + l)st coordinate. 
(ii) lfr E R,  then for each n > 0, rxn = xnr = (0, . . .  ,O,r,O, . . .  ), where r is the 

(n + I )st coordinate. 
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(iii) For every nonzero polynomial f in R [x) there exists an integer n e N  and ele
ments a0, • • • , an E R such rhar f = a0x0 + a1x1 + · · · + anxn. The integer n and 
elements ai are unique in the sense that f = box0 + btX1 + · · · + bmxm (bi E R) implies 
m > n;  ai = bi for i = 1 ,2, . . .  , n ;  and bi = 0 for n < i < m. 

SKETCH OF PROOF. Use induction for (i) and straightforward computation 
for (ii). (iii) Iff = (a0,a�, . . . ) e R[xJ, there must be a largest index n such that an -¢ 0. 
Then ao,at, . . .  , an E R are the desired elements. • 

If R has an identity, then x0 = 1 R  (as in any ring with identity) and we write the 
polynomial f = aox0 + GtX1 + · · · + anx" as f = ao + atx + · · · + anxn. It will be 
convenient to extend the notation of Theorem 5.2 to rings without identity as follows. 
If R is a ring without identity, then R may be embedded in a ring S with identity by 
Theorem 1 . 10. Identify R with its image under the embedding map so that R is a sub
ring of S. Then R[x) is clearly a subring of S[x) . Consequently, every polynomial 
f= (£lo,a1 , • • •  ) e R[x] may be written uniquely as/= llo + a1x

1 + · · · + anxn, where 
ai E R C S, an � 0, and x = (0, 1s,O,O, . . .  ) E S[x] . The only important difference 
between this and the case when R has an identity is that in this case the element x is 
not in R [xJ . 

Hereafter a polynomial fover a ring R (with or without identity) will always be 
written in the form f = a0 + a1x + a2X2 + · · · + anxn (ai E R). In this notation addi
tion and multiplication in R(x] are given by the familiar rules : 

n 

If f= L: aixi E R[x], then the elements ai e R are called the coefficients of f. The 
i == O  

element ao is called the �constant term. Elements of R,  which all have the form 
n 

r = (r, 0, 0, . . . ) = rx0 are called constant polynomials. If f = L: aixi = ao + 
i = O  

atX + · · · + lln.Xn = anxn + · · · + a1x + a0 has an -¢ 0, then an is called the leading 
coefficient of f. If R has an identity and leading coefficient - 1R, then fis said to be a 
monic polynomial � 

Let R be a ring (with identity). For historical reasons the element x = (0, 1R ,O, . . .  ) 
of R[x] is called an indeterminate. One speaks of polynomials in the indeterminate x. 
If S is another ring (with identity), then the indeterminate x E S[x] is not the same ele
ment as x E R[x]. In context this ambiguous notation wiiJ cause no confusion. 

If R is any ring, it is sometimes convenient to distinguish one copy of the poly
nomial ring over R from another. In this situation the indeterminate in one copy is 
denoted by one symbol, say x, and in the other copy by a different symbol, say y. In 
the latter case the polynomial ring is denoted R(y] and its elements have the form 
ao + a1y + · · · + anyn. 

We shall now define polynomials in more than one indeterminate. For con
venience the discussion here is restricted to the case of a finite number of indeter
minates. For the general case see Exercise 4. The definition is motivated by the fact 
that a polynomial in one indeterminate is by definition a particular kind of sequence, 
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that is, a function N � R. For each positive integer n let Nn = N X · · · X N (n 
factors) . The elements of Nn are ordered n tuples of elements of N. Nn is clearly an 
additive abelian monoid under coordinate-wise addition. 

Theorem 5.3. Let R be a ring and denote by R[x1, . . .  , xn] the set of all functions 
f :  Nn � R such that f(u) '# 0 for at most a finite number of elements u ofNn. 

{i) R [x1, . . .  , Xn] is a ring with addition and multiplication defined by 

(f + g)(u) = f(u) + g(u) and (fg){u) = ,L f(v)g(w), 

where f,g E R[x�, . . .  , Xn] and u E Nn. 

v +w -= u  
v,wcNn 

(ii) IfR is commutative [resp. a ring with identity or a ring without zero divisors or 
an integral domain], then so is R[x1, . . .  , Xn] . 

(iii) The map R � R [x., . . .  , Xn] given by r � fr, where fr(O, . . . , 0) = r and 
f(u) = 0 for all other u E Nn, is a monomorphism of rings. 

PROOF. Exercise. • 

The ring R[x�, . . .  , xn] of Theorem 5.3 is called the ring of polynomials in n in
determinates over R. R is identified with its isomorphic image under the map of 
Theorem 5.3(iii) and considered as a subring of R [x�, . . .  , Xn] . If n = 1 ,  then R[xt] is 
precisely the ring of polynomials as in Theorem 5.1 . As in the case of polynomials in 
one indeterminate, there is a more convenient notation for elements of R [x�, . . .  , x;J. 

Let n be a positive integer and for each i = 1 ,2, . . . , n, let 

Ei = (0, . . .  , 0, 1 ,0, . . .  , 0) E Nn, 

where 1 is the ith coordinate of Ei. If k E N, let kEi = (0, . . .  , O,k,O, . . . 0) . Then 
every element of Nn may be written in the form k1E1 + k2E2 + · · · + knen. 

Theorem 5.4. Let R be a ring with identity and n a positive integer. For each 
i = 1 ,2, . . .  , n let xi E R[x1, . . .  , Xn] be defined by xi(Ei) = 1R and xi(u) = 0 for u '# Ei . 

(i) For each integer k E N, xik(kEi) = lR and Xik(u) = 0 for u '# kEi ; 
(ii) for each (kt, . . .  , kn) E Nn' Xtk1x2k2 • •

• Xnkn(ktEl + . . . + knEn) = 1R and 
X1k1X2k2 • • 

• Xnkn(u) = 0 for U � k1E1 + · · · + knEn ; 
(iii) Xi8Xj t = Xj txis for all s,t E N and all i,j = 1 ,2, . . .  , n ; 
(iv) xitr = rxit for all r E R and all t E N; 
(v) for every polynomial f in R[x , , . . . ..  x"] there exist unique elements ak. , . . .  ' kn E R, 

indexed by all (k, ,  . . . ,k") E Nn and nonzero for at most a finite number of (k1 , • • •  
,�) E 

Nn, such that 

where the sum is over all (k1, 
•

•
• 

,kJ E N°. 

SKETCH OF PROOF. (v) Let akJ' - - - 'k" = f(kl . - . - . k") _ • 
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If R is a ring with identity, then the elements x�,x2, . . .  , x71 e R[x�, . . .  , x,J as in 
Theorem 5 .4 are called indeterminates. As in the case of one indeterminate symbols 
different than x., . . .  , x n may be used to denote indeterminates whenever convenient. 
The elements ao,a. , . . .  , am in Theorem 5.4(v) are called the coefficients of the poly-
nomial f. A polynomial of the form axt�-.-1xl2 • • • x,/'n (a e. R) is called a monomial in 
Xt ,x2, • • •  , x71 . Theorem 5.4(v) shows that every polynomial is a sum of monomials. It 
is customary to omit those Xi that appear with exponent zero in a monomial. For ex
ample, aoX1°x2°xa0 + a1Xt2X2°xa + a2x1xixa is written ao + atXt2Xa + a2x1x23X3. The 
notation and terminology of Theorem 5.4 is extended to polynomial ring 
R[x1 , • • •  , xn], where R has no identity, just as in the-case of one indeterminate. The 
ring R is embedded in a ringS with identity and R[x., . . .  , x7, ] is considered as a sub
ring of S[x., . . .  , X11 ] .  If R has no identity then the indeterminates X1,X2, • • •  , X11 and 
the monomials x1k1x2k1 • • • Xnk,. (k; e N) are not elements of R[x1 , • • •  , xn1-

m 

If R is any ring, then the map R[x.] � R [x., . . .  , x1l ] defined by L a,x.i f-. 
m m i = O  

L aiXtiX2° · . .  Xn° = L aiXIi E R[x. , . . .  ' XTI] i s  easily seen to be a monomorphism 
i = O  i = O  

of rings. Similarly, for any subset { i�, . . .  , ik } of { 1 ,2, . . . , n }  there is  a monomor-
phism R[xiH . . . , xiJ � R[x. , . . .  , xn] . R[xiu . . .  , Xik] is usually identified with its 
isomorphic image and considered to be a subring of R [x., . . .  , x11] .  

Let 'P : R � S be a homomorphism of rings, fe R[x., . . . , x11] and s.,s2, . . . , Sn e S. 
m 

By Theorem 5.4 f = L aix�.-1 • • - x�"" with ai E R and kii e. N. Omit all Xi that appear 
i = O  m 

with exponent zero. Then cpf(s�,s2, . . .  , sn) is defined to be L cp(ai)�'1 •  • -�'" e. S; 
i = O  

that is, q;f(st , . . .  , S11) is obtained by substituting cp(ai) for ai and �'i for x�ii (k,i > 0) . 
Since the a, and kii are uniquely determined (Theorem 5.4), cp f(s. ,  . . . , sn) is a well
defined element of S. If  R is a subring of S and cp is the inclusion map, we write 
f(.r;�, . . .  , s11) instead of cpf(st, . . .  , Sn). 

As is the case with most interesting algebraic constructions, the polynomial ring 
R[xt , . . .  , xn] can be characterized by a universal mapping property. The following 
Theorem and its corollaries are true in the noncommutative case if appropriate hy
potheses are added (Exercise 5). They are also true for rings of polynomials in an in
finite number of indeterminates (Exercise 4) . 

Theorem 5.5. Let R andS be contmutatiL"e rings with identity and cp :  R � S a homo
morphism of rings such that cp(lR) = ls . If s. ,s2, . . .  , Sn E S, then there is a unique 
homomorphism of rings cp : R[x., . . .  , Xn] --+ S such that q; I R = q; and q;(xi) = Si 
for i = 1 ,2, . . . , n. This property completely determines the pofvnomial ring 
R[x1, . . .  , Xn] up to isomorphisln. 

SKETCH OF PROOF. If /e R[x� , . . .  , x7l J ,  then 

m 

f = L a;X�11 • • 
• X�'" (a; e R;k;i e N) 

;-o 

by Theorem 5 .4. The map q; given by q;(f) = q;f(s. , . . .  , s1l) is clearly a well-defined 
map such that q; I R = 'P and q;(xi) = si. Use the fact that ¢ is a homomorphism, the 
rules of exponentiation and the Binomial Theorem 1 .6 to verify that q; is a homomor-
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phism of rings. Suppose that 1/; : R[x� , . . .  , X71 ] � S is a homomorphism such that 
1/1 I R = 'P and 1/;(xi) = Si for each i. Then 

1/l(f) = 1/1 (to a,x�'' · · · x!•") . = to 1/1( ai)l/;(x�") · · · 1/l(x!'") 

m 

= L 'P(ai}f(x.)kil . . · 1/;(xn)kin 
i -= 0  

m 

= L 'P(ai)S�il . .  - �in = cpf(st ,S2, . . .  , s1i) = cp( f) ;  
i = O  

whence 1/; = cp and cp i s  unique. Finally in order to show that R[xh . . . , x11] i s  com
pletely determined by this mapping property define a category e whose objects are 
all (n + 2)-tuples (1/;,K,s. , . . .  , sn) where K is a commutative ring with identity, Si E K 
and 1/; : R � K is a homomorphism with \j;(l u) = IK. A morphism in e from 
(1/;,K,s� , . . . , s11) to (O,T,t1 , . . .  , t,.,) is a homomorphism of rings f' : K � T such that 
f'(l K) = 1 T, tl/1 = e and f'(si) = t, for i = 1 ,2, . . . ' n. Verify that r is an equivalence 
in e if and only if r is an isomorphism of rings. If t : R � R[Xt, . . . ' Xn] is the in-
clusion map, then the first part of the proof shows that (t,R[x� , . . .  , Xn] ,x. ,  . . .  , Xn) 
is a universal object in e. Therefore, R[xh . . . , x11J is completely determined up to 
isomorphism by Theorem I .  7. 1  0. • 

Corol lary 5.6. If cp : R � S is a homomorphism of commutative rings and 
S1,S2, . . .  , S11 E S, then the map R [x. ,  . . .  , Xn] � S given by f � cpf(s�, . . .  , Sn) is a 
homomorphisn1 ofrings. 

SKETCH OF PROOF OF 5.6. The proof of Theorem 5.5 showing that the 
assignment f� <Pf(st � . . . , sn) defines a homomorphism is valid even when R and S 
do not have identities. • 

REMARKS. The map R[x�, . . . , X11] � S of Corollary 5.6 is called the evaluation 
or substitution homomorphism. Corollary 5.6 may be false if R and S are not commu
tative. This is important since Corollary 5.6 is frequently used without explicit 
mention. For example., the frequently seen argument that iff = gh (f,g,h E R[x]) and 
c E R, then f(c) = g(c)h(c), need not be valid if R is not commutative (Exercise 6). 

Another consequence of Theorem 5.5 can be illustrated by the following example. 
Let R be a commutative ring with identity and consider the polynomial 

f = x2y + x3y + x4 + xy + y2 + r E R[x,y) . 

Observe that f = y2 + (x2 + x3 ·+ x)y + (x4 + r), whence fE R[x] [y] . Similarly, 
f = x4 + yx3 + yx2 + yx + (y2 + r) E R[yJ [x] . This suggests that R[x,y) is iso
morphic to both R[x][y] and R[y](x]. More generally we have: 

Corollary 5.7. Let R be a commutative ring with identity and n a positive integer. 
For each k (1  < k < n) there are isomorphisms of rings R[x., . . .  , xk][xk+h . . . , Xn] ""' 
R [x. , . . . , Xn] f"-1 R[xk+l ·  . . . , Xn][Xt, • • • ' xk]. 
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PROOF. The corollary may be proved by directly constructing the isomor
phisms or by using the universal mapping property of Theorem 5.5 as follows. 
Given a homomorphism ..p :  R � S of commutative rings with identity and 
elements s� , . . .  , sn e S, there exists a homomorphism qy : R[x�, . . .  , xk] � S such 
that 'P I R = cp and qy(xi) = Si for i = 1 ,2, . . .  , k by Theorem 5.5. Applying 
Theorem 5.5 with R[x�, . . .  , Xk] in place of R yields a homomorphism 
'P : R[x�, . . .  , xk] [xk+t , . . .  , Xn] � S such that cp I R[xt, . . •  , xk] = 'P and �xi) = 
si for i = k + l ,  . . .  , n .  By construction cp I R = <P I R = cp and 'P{xi) = Si for 
i = 1 ,2, . . .  , n. Suppose that 1/; : R[x., . . .  , xk] [xk+b . . .  , Xn] � S is a homo-
morphism such that 1/; I R = cp and -./;(xi) = si for i = 1 ,2, . . .  , n .  Then the same ar-
gument used in the proof of uniqueness in Theorem 5 .5 shows that -./; I R[x., . . .  , x" ] 
= q;. Therefore, the uniqueness statement of Theorem 5.5 (applied to R[x1, . . . , xd) 
implies that 1/; = q;. Consequently, R[x., . . .  , xk) [xk+h . . .  , xn] has the desired uni-
versal mapping property, whence R[x., . . .  , xk][xk+h . . .  , x7l] !"'-/ R[x. , . . .  , xn] by 
Theorem 5.5. The other isomorphism is proved similarly. • 

Since R[x1, . . .  , xk] is usually considered as a subring of R[x1, . . .  , xn] (see page 
1 52) it is customary to identify the various polynomial rings in Corollary 5.6 under 
the isomorphisms stated there and write, for example, R[x., . . .  , xk][xk+h . . .  , xn] 
= R[xt, . . .  , Xn] . 

We close this section with a brief introduction to rings of formal power series, 
which is not needed in the sequel. 

Proposition 5.8. Let R be a ring and denote by R[[x]] the set of all sequences of ele
ments ofR (ao,at, . . . ) . 

(i) R [[x]J is a ring with addition and n1ultiplication defined by : (ao,at ,  . . .  ) + 
(bo,bt, . . . ) = (ao + bo,at + bt, . . .  ) and (ao,at , . . .  )(b0,bt , . . .  ) = (co,Ct , . . . ), where 

n n 

Cn = L aibn-i = L akbj . 
i = O  k +i = n  

(ii) The polynomial ring R[x] is a subring ofR[[x]] . 
(iii) If R is commutative [resp. a ring with identity or a ring with no zero divisors or 

an integral domain] ,  then so is R[[x]] . 

PROOF. Exercise; see Theorem 5 . 1 .  • 

The ring R[[x]] of Proposition 5.8 is called the ring of formal power series over the 
ring R. Its elements are called power series. If  R has an identity then the polynomial 
x = (0, 1 n,O, . . .  ) E R[[x]] is called an indeterminate. It is easy to verify that xir = rxi 
for all r e R and i e N. If (a0,at, . . .  ) e R[[x] J, then for each n, (ao,at , . . . , an,O,O, . . .  ) 
is a polynomial, whence (a0, • • •  , an,O,O, . . .  ) = a0 + a1x + a2x2 + · · · + anxn by 
Theorem 5 .2.  Consequently, we shall adopt the following notation. The power series 

00 

(a0,a�, . . . ) E R[[x]] is denoted by the formal sum L aixi. The elements ai are called 
i = O  

coefficients and a0 is called the constant term. Just as in the case of polynomials this 
notation is used even when R does not have an identity (in which case x � R[[x]]). 
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Proposition 5.9. Let R be a ring with identity and f = L aixi � R[[x]]. 
i = O  

{i) f is a unit in R[[x]] if and only if its constant tern1 ao is a unit in R. 
(ii) lfa0 is irreducible in R, then f is irreducible in R[[x]]. 

REMARK. If fe R[[x]] is actually a polynomial with irreducible [resp. unit] con
stant term then fneed not be irreducible [resp. a unit] in the polynomial ring R[x] 
(Exercise 8). 

PROOF OF 5.9. {i) If there exists g = Lbixi � R[[x]J such that 

fg = gf = 1 R  � R[(x]] , 

it follows immediately that aobo = boao = 1 R, whence a0 is a unit in R. Now suppose 
ao is a unit in R. If there were an element g = Lbixi E R[(x]] such that fg = 1 R, then 
the following equations would hold : 

aobo = 1 R  
aob1 + a1bo = 0 

Conversely if a solution (bo,b1,b2, . . . ) for this system of equations in R exists, then 

g = L bixi � R[[x]] clearly has the property that fg = 1 R . Since ao is a unit (with 
i = O  

multiplicative inverse a0-1), the first equation can be solved : b0 = a0-1 ; similarly, 
bt = ao-1( -atbo) = ao-1( -atao-1). Proceeding inductively, if bo, . . .  , bn-1 are 
determined in terms Of the Gi, then aobn = -albn-1 - · · · - anbo implies that 
bn = ao-1(- a1b7i-I - · · · - a71bo). Thus, if a0 is a unit this system of equations can be 
solved and there is a g such that fg = 1 R E R[[x]] . A similar argument shows that 
there exists h E  R[[xJ] such that hf = t R. But h = hlR = h(fg) = (hf)g = 1 Rg = g, 
whence g is a two-sided inverse of f. Therefore fis a unit in R[[x]] .  (ii) is an immediate 
consequence of (i). • 

Corollary 5.10. If R is a division ring, then the units in R[[x]] are precisely rnose 
power series with nonzero constant ternt . Tire principal ideal (x) consists precisely o fthe 
nonunits in R[[x]] and is the unique 1naximal ideal of R[[x]]. Thus ifR is afield, R[[x]] is 
a local ring. 

PROOF. The first statement follows from Proposition 5.9 (i) and the fact that 
every nonzero element of R is a unit. Since x is in the center of R[[x]], 

(x) = { xf I fe R[[x]] } 

by Theorem 2.5. Consequently, every element xf of (x) has zero constant term, 
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whence xfis a nonunit. Conversely every nonunit fc. R[[x]] is necessarily of the form 
CXl CXl 

f = L: aixi with ao = 0. Let g = L bixi where bi = ai+l for all i. Then xg = J, 
i � O  \� 0 

whence fc. (x) . Therefore, (x) is .the set of nonunits. Finally, since 1 R  + (x), 
(x) � R[[x]] . Furthermore, every ideal / of R[[x)] with 1 � R[[x]] necessarily consists 
of nonunits (Remarks, p. 1 23). Thus every ideal of R[[x]] except R[[x]] is contained 
in (x). Therefore, (x) is the unique maximal ideal of R[[x]]. • 

E X E R C I S E S 
1 .  (a) If <P : R ----) S is a homomorphism of rings, then the map <P : R[[x)] � S[[x]] 

given by <P(Laix•) = L<P(ai)xi is a homomorphism of rings such that <P(R[x]) C 
S[x). 
(b) <P is a monomorphism [epitnorphism] if and only if <P is. In this case 
<P : R[x] � S[x] is also a monomorphism [epimorphism]. 
(c) Extend the results of (a) and (b) to the polynomial rings R[xh . • .  , x71], 
S[x�, . . .  , x,J .  

2.  Let MatnR be the ring of n X n matrices over a ring R.  Then for each n > 1 :  
(a) (MatnR)[x] ""' MatnR[x]. 
(b) (MatnR)[[x]] ""' MatnR([x]]. 

3. Let R be a ring and G an infinite multiplicative cyclic group with generator de
noted x. Is the group ring R(G) (see page 1 1 7) isomorphic to the polynomial 
ring in one indeterminate over R? 

4. (a) Let S be a nonempty set and let N8 be the set of all functions <P : S ----) N such 
that <P(s) � 0 for at most a finite number of elements s e So Then N8 is a multi
plicative abelian monoid with product defined by 

(<P'f)(s) = <P(s) + 1/l(s) (<P,l/1 c. N8;s c. S)o 

The identity element in N8 is the zero function. 
(b) For each x c. S and i e N let xi e N8 be defined by xi(x) = i and xi(s) = 0 for 
s � x. If  'I' c. N8 and Xt, 

•

•
• 

, Xn are the only elements of S such that <P(Xi) '#- 0, 
then in N8, <P = Xti1x2i2 •  • · Xnin, where ii = cp(x1). 
(c) If R is a ring with identity let R[S] be the set of all functions f: N8 � R such 
that f(<P) � 0 for at most a finite _number of <P c. N8• Then R[S] is a ring with 
identity, where addition and multiplication are defined as follows : 

(f + g)(<P) = f(<P) + g(<P) (f,g c. R[S) ;<P e N8) ; 
(fg)(<P) = Lf(O)g({) (J,g c. R[S] ;O,t,<P e N8), 

where the sum is over all pairs (O,t) such that Ot = <P· R[S) is called the ring of 
polynomials in S over R. 
(d) For each q; = x1 ;• • o o Xnin e Ns and each r e R we denote by rx1 ;• • • • xn;n the 
function N8 ---+ R which is r at <P and 0 elsewhere. Then every nonzero element f 

m 
of R[S] can be written in the form/= � r;XfilX�i2 o o o x�; .. with the r; e R, X; e S 

i-=0 
and k;i e N  all uniquely determined. 
(e) If S is finite of cardinality n, then R[S] ro..J R[x1, . . .  , xn]. [Hint: if Nn is con
sidered as an additive abelian monoid as in the text, then there is an isomorphism 
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of mono ids N8 � Nn given by q; � (q;(st), • . •  , <P{sn)), where S = { s� , . . .  , Sn J .] 
(f) State and prove an analogue of Theorem 5.5 for R[S]. 

5. Let R and S be rings with identity, q; : R � S a homomorphism of rings with 
q;(l R) = I s, and St,S2, . • •  , sn E S such that SiS; = s;si for all i,j and q;(r)si = Siq;(r) 
forall reR andall i. Then there is a uniquehomomorphism q; : R[x�, . . .  ,xn] � ssuch 
that fP IR = '{) and lp(xi) = si . This property completely determines R[x1 , • • •  ,xn] 
up to isomorphism. 

6. (a) If R is the ring of all 2 X 2 matrices over Z, then for any A E R, 

(x + A)(x - A) = x2 - A2 e R[x]. 

(b) There exist C,A E R such that (C + A)(C - A) '# C2 - A2• Therefore, 
Corollary 5.6 is false if the rings involved are not commutative. 

7. If R is a commutative ring with identity and/ = anxn + · · · + ao is a zero divisor 
in R[x], then there exists a nonzero b e  R such that ban = ban-t = · · · = bao = 0. 

8. (a) The polynomial x + I is a unit in the power series ring Z[[x]], but is not a 
unit in Z[x]. 

(b) x2 + 3x + 2 is irreducible in Z[[x]], but not in Z[x]. 

9. If F is a field, then (x) is a maximal ideal in F[x], but it is not the only maximal 
ideal (compare Corollary 5. 10) .  

10 .  (a) If F is a field then every nonzero element of F[[x]] is of the form xku with 
u E F[[x ]] a unit. 
(b) F[[x]] is a principal ideal domain whose only ideals are 0, Fl[x]] = ( IF) = (x0) 
and (xk) for each k > I .  

1 1 .  Let e be the category with objects all commutative rings with identity and 
morphisms all ring homomorphisms f : R � S such that f( I R) = 18. Then 
the polynomial ring Z[xt , . . .  , xn] is a free object on the set { x� , . . .  , Xn } in the 
category e.  [Hint: for any R in e the map Z � R given by n � n i R  is a ring 
homomorphism; use Theorem 5.5.] 

6. FACTORIZATION I N  POLYNOM IAL RI NGS 

We now consider the topics introduced in Section 3 (divisibility, irreducibility, 
and unique factorization) in the context of polynomial rings over a commutative 
ring. We begin with two basic tools: the concept of the degree of a polynomial and 
the division algorithm. Factors of degree one of a polynomial are then studied; 
finding such factors is equivalent to finding roots of the polynomial .  Finally we con
sider irreducible factors of higher degree : Eisenstein's irreducibility criterion is 
proved and it is shown that the polynomial domain D[x., . . . , xn] is a unique factor
ization domain if D is. 

Let R be a ring. The degree of a nonzero monomial ax1k1xl2 • • · Xnkn E R[x. , . . .  , X11] 
is the nonnegative integer k1 + k2 + · · · + kn. If f is a nonzero polynomial in 

m 
R[x1 ,  • • • , xiJ] , then f = L a,..l.i l  . . .  X:.;IJ by Theorem 5 .4 .  The (total} degree of the 

i = O  

polynomial f is the maximum of the degrees of the monomials a;�l l 
• 

. . X:,in such 
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that ai � 0 {i = 1 ,2, . . .  , m). The (total) degree of f is denoted deg f. Clearly a 
nonzero polynomial f has degree zero if and only if f is a constant polynomial 
f = ao = aoX1° · · · Xn°. A polynomial which is a sum of monomials, each of which has 
degree k, is said to be homogeneous of degree k .  Recall that for each k ( 1  < k < n), 
R[xh . . . , Xk-t,Xk+I, . . .  , Xn] is a subring of R[x�, . . • , xnl (see page 1 52). The degree 
of f in Xk is the degree off considered as a polynomial in one indeterminate xk over 
the ring R[xh . • .  , Xk-I,Xk+h . . .  , Xn] . 

EXAMPLE. The polynomial Jx12x22xa2 + Jx1xa4 - 6x23xa E Z[x] has degree 2 in 
x1, degree 3 in x2, degree 4 in xa and total degree 6. 

For technical reasons it is convenient to define the degree of the zero polynomial 
to be - co and to adopt the following conventions about the symbol deg 0 = - co : 
(- co ) < n and (- co ) + n = - co  = n + (- co ) for every integer n;  ( - co ) + 
(- co )  = - (X)  

Theorem 6.1. Let R be a ring and f,g € R[xt, . . .  , Xn]. 

(i) deg(f + g) < max (deg f, deg g). 
(ii) deg(fg) < deg f + deg g. 

(iii) /fR has no zero divisors, deg(fg) = deg f + deg g. 
(iv) Jfn = 1 and the leading coefficient off or g is not a zero divisor in R (in par

ticular, ifit is a unit), then deg(fg) = deg f + deg g. 

REMARK. The theorem is also true if deg fis taken to mean "degree of fin Xk. n 

SKETCH OF PROOF OF 6.1. Since we shall apply this theorem primarily 
when n = I we shall prove only that case. (i) is easy (ii) is trivial iff =  0 or g = 0. If 

n m 

0 '¢ f = L: aixi has degree n and 0 � g = L: bixi has degree m ,  then fg = aobo 
i = O  i = O  

+ . . .  + (an-lbm + anbm-I)xn+m-1 + anbmxm+n has degree at most m + n .  Since 
an � 0 � bm, fg has degree m + n if one of an,bm is not a zero divisor. • 

Theore m 6.2. (The Division Algorithm) Let R be a ring wi(h identity and f,g € R[x] 
nonzero polynomials such that the leading coefficient ofg is a unit in R .  Then there exist 
unique polynomials q,r € R [x] such that 

f = qg + r and deg r < deg g. 

n 

PROOF. Ifdeg g > deg/, let q = O and r = f. If deg g < deg/, then f= L: aixi, 
m i = O  

� = L: bixi, with an '¢ 0, bm � 0, m < n, and bm a unit in R.  Proceed by induction 
i = O 

on n = deg f. If n = 0, then m = 0, f = ao, g = bo and bo is a unit. Let lJ = aobo -1 

and r = 0; then deg r < deg g and qg + r = (aobo-1)bo = ao = f. 

Assume that the existence part of the theorem is true for polynomials of degree 
less than n = deg f. A straightforward calculation shows that the polynomial 
(anbm -Ixn-m)g has degree n and leading coefficient a, . Hence 
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f - (anbm -lxn-m)g = (anxn + . . .  + ao) - (anxn + . . . + anbm-1hoXn-m) 

is a polynomial of degree less than n. By the induction hypothesis there are poly
nomials q' and r such that 

f - (anbm-lxn-m)g = q'g + r and deg r < deg g. 

Therefore, if q = anbm -t xn-m + q', then 

/ = (anbm -Ixn-m)g + q'g + T = qg + T. 

(Uniqueness) Suppose f = q1g + r1, and f = q-;g + r2 with deg r1 < deg g and 
deg r2 < deg g. Then q1g + rt = q2g + r2 implies 

(qt - Q2)g = r2 - Tt. 

Since the leading coefficient bm of g is a unit, Theorem 6.1 implies 

deg (qt - q2) + deg g = deg (qt - q2)g = deg(r2 - rt). 

Since deg(r2 - rt) < max (deg r2, deg r1) < deg g, the above equality is true 
only if deg(ql - q2) = (- co ) = deg(r2 - rt). In other words ql - q2 = 0 and 
r2 - rt = 0. • 

Corollary 6.3. (Remainder Theorem) Let R be a ring with identity and 
n 

f(x) = L aixi e R [x] . 
i = O 

For any c E R there exists a unique q(x) E R [x] such that f(x) = q(x)(x - c) + f(c). 

PROOF. If f = 0 let q = 0. Suppose then that f � 0. Theorem 6.2 implies that 
there exist unique polynomials q(x), r(x) in R[x] such that f(x) = q(x)(x - c) + r(x) 
and deg r(x) < deg (x - c) = 1 .  Thus r(x) = r is a constant polynomial (possibly 0). 

n - 1  n- 1 

If q(x) = ,L: bixi, then f(x) = q(x)(x - c) +  r = - hoe + L ( - bkc + bk-t)xk + 
i= O k = l 

bn-tX"' + r, whence 
n - 1  

f(c) = - boe + L (- bkC + bk_.)ck + bn-tCn + r 
k = l  

n - 1  n 

-L bkck+I + L b�c-lck + r = 0 + r = , . • 
k = O  k = l  

Corollary 6.4. If F is a field, then the polynomial ring F[x] is a Euclidean domain, 
whence F[x] is a principal ideal don1ain and a unique factorization do1nain.  The units in 
F[x] are precisely the nonzero constant polynomials. 

SKETCH OF PROOF. F[x] is an integral domain by Theorem 5 . 1 .  Define 
'f : F[x] - { O l  � N by 'P(/) = deg f. Since every nonzero element of F is a unit, 
Theorems 6. l(iv) and 6.2 imply that F[x] is a Euclidean domain. Therefore, F[x] is a 
principal ideal domain and a unique factorization domain (Theorem 3 .9). Finally 
Theorem 6. 1 (iv) implies that every unit fin F[x] has degree zero, whence fis a non
zero constant. The converse is obvious. • 
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IfF is a field, then F[x., . . .  , xn] is not a principal ideal domain (Exercise 1 ), but 
it is a unique factorization domain (Theorem 6. 14 below) . Before proving this latter 
fact we shall discuss factors of degree one in polynomial rings. 

Defin ition 6.5. Let R be a subring of a commutative ring S, c1,c2, . . .  , Cn c: S and 
m 

f = L aix�il . 
0 o x!in e; R[x�, . . . , Xn] a polynomial such that f(ct,C2, . . .  Cn) = 0. 

i = O  

Then ( Ct,C2, • • •  , Cn) is said to be a root or zero off (or a solution of the polynomial 
equation f(xl t  . . . , Xn) = 0).4 

Theorem 6.6. Let R be a commutative ring with identity and f e; R[x]. Then c e; R is a 
root off if and only ifx - c divides f. 

SKETCH OF PROOF. We have f(x) = q(x)(x - c) + f(c) by Corollary 
6.3 . If x - c I /(x), then h(x)(x - c) = f(x) = q(x)(x - c) + f(c) with h e;  R[xJ , 

whence (h(x) - q(x))(x - c) = f(c). Since R is commutative, Corollary 5.6 (with 
cp :::::1 1R) implies /(c) = (h(c) - q(c))(c - c) = 0. Commutativity is not required for 
the converse ; use Corollary 6.3. • 

Theore m  6.7. If D is an integral domain contained in an integral domain E and 
f e; D[x] has degree n, then f has at most n distinct roots in E .  

SKETCH OF PROOF. Let c1,c2 • . . .  be the distinct roots of fin E. By Theorem 
6.6 f(x) = q.(x)(x - c.), whence 0 = j(c2) = q1(c2)(c2 - c.) by Corollary 5.6. Since 
c1 � c2 and E is an integral domain, q.(c2) = 0. Therefore, x - c2 divides Q2 and 
.f(x) = qa(xXx - c2)(x - c.). An inductive argument now shows that whenever 
c1, . . . , Cm are distinct roots of f in E, then g"' = (x - c1Xx - c2) · · · (x - Cm) 
divides f. But deg gm =. m by Theorem 6. 1 .  Therefore m < n by Theorem 6. 1 

0 

agatn. • 

REMARK. Theorem 6. 7 may be false without the hypothesis of commutativity. 
For example, x2 + 1 has an infinite number of distinct roofs in the division ring of 
real quaternions (including ±i, ±j and ±k). 

If D is a unique factorization domain with quotient field F and fe; D[xJ, then the 
roots off in F may be found via 

Pro position 6.8. Let D be a unique factorization domain with quotient field F and let 
n 

f = L aixi E D[x]. lfu = cjd E F with c and d relatively prime, a11.d u is a root off, 
i = O  

then c divides ao and d divides an. 

4Commutativity is not essential in the definition provided one distinguishes ''left roots'' 

and "right roots" {the latter occur when f is written f = L x�·· · · · x!''�ai). 
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SKETCH OF PROOF. f(u) = 0 implies that aodn = c(t (-ai)c'-1dn-i) and 
� = 1  

-ancn = (t1 c•cJn-•-•)d. Consequently, if (c,d) = 1 R  then c I ao and d I an by 
l = O  

Exercise 3 . 10. • 

EXAMPLE. If/ = x4 - 2x8 - 1x2 - (l l/3)x - 4/3 E Q[x], then fhas the same 
roots in Q as does 3/ = 3x4 - 6x3 - 21x2 - 1 lx - 4 e Z[x]. By Proposition 6.8 
the only possible rational roots of 3/are ± 1 ,  ±2, ±4, ± 1/3, ±2/3 and ±4/3. Sub
stitution shows that 4 is the only rational root. 

Let D be an integral domain and f e D[x]. If c e D and c is a root of J, then re
peated application of Theorem 6.6 together with Theorem 6.7 shows that there is a 
greatest integer m (0 < m < deg f) such that 

f(x) = (x - c)mg(x), 

where g(x) e R[xJ and x - c.( g(x) (that is, g(c) � 0). The integer m is called the 
multiplicity of the root c of f. If c has multiplicity 1 ,  c is said to be a simple root. If c 
has multiplicity nt > 1 ,  c is called a multiple root. In order to determine when a poly
nomial has multiple roots we need : 

n 

Lem ma 6.9. Let D be an integral domain andf = L: aixi E D[x] . Let f' E D[x] be the 
n i = O  

polynomial f' = L kakxk-1 = a l  + 2a2x + 3a3x2 + . . .  + nanxn-1 •  Then for all 
k = l  

f,g e D[x] and c e D :  

(i) (cf)' = cf' ; 
(ii) (f + g)' = f' + g' ; 

(iii) (fg)' = f'g + fg' ; 
(iv) (gn)' = ngn-lg'. 

PROOF. Exercise. • 

The polynomial f' is called the formal derivative of f The word "formal" em
phasizes the fact that the definition of f' does not involve the concept of limits. 

According to Definition 3.3 a nonzero polynomial /E R[x] is irreducible pro
vided fis not a unit and in every factorization f = gh, either g or h is a unit in R[x J .  

Theorem 6.10. Let D be an integral domain which is a subring oj·an integral domain 
E.  Let f e D[ x) and c e E.  

(i) c is a multiple root off if and only iff( c) = 0 and f'(c) = 0. 
(ii) lfD is afield and f is relatively prime to f', then f has no multiple roots in E. 

(iii) IJD is a field, f is irreducible in D[x] and E contains a root off, then f has no 
ntultip/e roots in E if and only iff' '¢ 0. 

PROOF. (i) f(x) = (x - c)mg(x) where m is the multiplicity of f(m > 0) and 
g(c) '¢ 0. By Lemma 6.9 f'(x) = m(x - c)m-1g(x) + (x - c)mg'(x). If c is a multiple 
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root of J, then m > 1 ,  whence f'(c) = 0. Conversely, if f(c) = 0, then m > 1 (Theo
rem 6.6). I f  m = 1 ,  then f'(x) = g(x) + (x - c)g'(x). Consequently, if f'(c) = 0, 
then 0 = f'(c) = g(c) by Corollary 5.6, which is a contradiction. Therefore, m > 1 .  

(ii) By Corollary 6.4 and Theorem 3. 1 1  kf+ hf' = l D for some k,h E D[x] C E[x]. 
If c is a multiple root of/, then by Corollary 5.6 and {i) l n  = k(c)f(c) + h(c)f'(c) = 0, 
which is a contradiction. Hence c is simple root. 

(iii) If /is irreducible and /' � 0, then fandf' are relatively prime since degf' < 
deg f. Therefore, fhas no multiple roots in E by (ii). Conversely, suppose fhas no 
multiple roots in E and b is a root of fin E. Iff' = 0, then b is a multiple root by (i), 
which is a contradiction. Hence f' � 0. • 

This completes the discussion of linear factors of polynomials. We now consider 
the more general question of determining the units and irreducible elements in the 
polynomial ring D[x], where D is an integral domain. In general this is quite difficult, 
but certain facts are easily established : 

(i) The units in D[x] are precisely the constant polynomials that are units in D 
[see the proof of Corollary 6.4]. 

(ii) If c E D  and c is irreducible in D, then the constant polynomial c is irreducible 
in D[x] [use Theorem 6. 1 and (i)] . 

(iii) Every first degree polynomial whose leading coefficient is a unit in D is irre
ducible in D[x]. In particular, every first degree polynomial over a field is irreducible . 

{iv) Suppose D is a subring of an integral domain E and /E D[x] c E[x]. Then f 
may be irreducible in E[x] but not in D[x] and vice versa, as is seen in the following 
examples. 

EXAMPLES. 2x + 2 is irreducible in Q(x] by {iii) above. However, 2x + 2 
= 2(x + 1) and neither 2 nor x + 1 is a unit in Z[x] by {i), whence 2x + 2 is re
ducible in Z[x]. x2 + 1 is irreducible over the real field, but factors over the complex 
field as (x + i)(x - i). Since x + i and x - i are not units in C[x] by (i), x2 + 1 is 
reducible in C[x]. 

In order to obtain what few general results there are in this area the rest of the 
discussion will be restricted to polynomials ovet a unique factorization domain D. 
We shall eventually prove that D[x., . . .  , Xn] is also a unique factorization domain. 
The proof requires some preliminaries, which will also provide a criterion for irre
ducibility in D[x] . 

n 

Let D be a unique factorization domain and / =  L aixi a nonzero polynomial in 
i = O  

D[x] . A greatest common divisor of the coefficients a0,a1 , . . .  , a"' i s  called a content of 
fand is denoted C{f). Strictly speaking, the notation C{f) is ambiguous since great
est common divisors are not unique. But any two contents of fare necessarily associ
ates and any associate of a content of f is also a content of f. We shall write b = c 
whenever b and c are associates in D. Now = is an equivalence relation on D and 
since D is an integral domain, b = c if and only if b = cu for some unit u e D by 
Theorem 3.2 {vi). If a e D and jE D[x], then C(af) = aC(f) {Exercise 4). If fe D[x] 
and C( f) is a unit in D, then fis said to be primitive. Clearly for any polynomial 
g E D[x], g = C(g)g. with K1 primitive. 

Lemma 6.11. (Gauss) If D is a unique factorization domain and f,g e D[x], then 
C(fg) = C{f)C(g). In particular, the product of primitive polynomials is primitive. 
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PROOF. f = C(f)fi and g = C(g)g. with ji,g. primitive. Consequently, 
C(fg) = C(C(/)/J.C(g)gi) = C(f)C(g)C(fig.). Hence it suffices to prove that /ig• is 

n m 

primitive (that is, C(jjg.) is a unit). If  fi = L aixi and g. = L b1xi, then 
m +n i = O  j r= O  

ftg• = L ckxk with ck = L aibi. If ftg• is not primitive, then there exists an irre-
k = O  i +i = k 

ducible element p in R such that p I Ck for all k. Since C(/I) is a unit p{ C(/I), whence 
there is a least integer s such that 

p I  ai for i < s and p,fa��. 

Similarly there is a least integer t such that 

p I b1 for j < t and p{ b,. 

Since p divides Cs+t = aobs+l + . . . + as-lbt+l + asbt + ali+lbt-1 + . . . + as+tbo, p 
must divide asbt. Since every irreducible element in D is prime, p ! as or p I b,. This is 
a contradiction. Therefore Jig. is primitive. • 

Lemma 6.12. Let D be a unique factorization domain with quotient field F and let f 
and g be primitive polynomials in D[x]. Then f and g are associates in D[x] if and only if 
they are associates in F[x] . 

PROOF. If fand g are associates in the integral domain F[x], then f = gu for 
some unit u E F[x] (Theorem 3.2 (vi)) . By Corollary 6.4 u E F, whence u = b/ c with 
b,c E D and c � 0. Therefore, cf = bg. Since C( f) and C(g) are units in D, 

c = cC(f) = C(cf) = C(bg) = bC(g) = b. 

Therefore, b = cv for some unit v E D and cf = bg = vcg. Consequently, f = vg 
(since c � 0), whence f and g are associates in D[x]. The converse is trivial. • 

Lem ma 6.13. Let D be a unique factorization domain with quotient field F and f a 
primitive polynomial of positive degree in D[x] . Then f is irreducible in D[x] if and only 
iff is irreducible in F[x]. 

SKETCH OF PROOF. Suppose f is irreducible in D[xf and f = gh with 
n m 

g,h E F[x] and deg g > 1 ,  deg h > 1 .  Then g = L (ai/bi)xi and h = L (c1jd1)xi 
i = O  i = O  

with ai,bi,ci,di E D and bi � 0, d1 � 0. Let b = bob• · · · bn and for each i let 
n 

bi* = boh1 · · · b._lbi+I · · · bn. If g1 = L aibi*xi E D[x], then g1 = ag2 with a = C(g.), 
i = O  

g2 E D[x] and g2 primitive. Verify that g = (1  D! b)gi = (a/ b)g2 and deg g = deg g2• 
Similarly h = (c/d)lz.:. with c,d E D, h2 E D[x], h2 primitive and deg h = deg h2. Con
sequently, f = gh = (a/ b)(c/ d)g2h2, whence bdf = acg2h2. Since fis primitive by hy
pothesis and g2h2 is primitive by Lemma 6 . 1 1 ,  

bd = bdC(f) = C(bdf) = C(acg2h2) = acC(g2h2) = ac. 

As in the proof of Lemma 6. 1 2, bd and ac associates in D imply that fand g2h2 are 
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associates in D[x]. Consequently, f is reducible in D[x], which is a contradiction. 
Therefore, /is irreducible in F[x]. 

Conversely if fis irreducible in F[x] and f = gh with g,h E D[x], then one of g,h 
(say g) is a constant by Corollary 6.4. Thus C( f) = gC(h) . Since f is primitive, g 
must be a unit in D and hence in D[x]. Therefore, /is irreducible in D[x]. • 

Theorem 6.14. IJD is a unique factorization domain, then so is the polynomial ring 
D[x., . . . , Xn] . 

REMARK. Since a field F is trivially a unique factorization domain, F[xh . . .  , Xn] 
is a unique factorization domain. 

SKETCH OF PROOF OF 6.14. We shall prove only that D[x] is a unique 
factorization domain. Since D[x., . . .  , xn] = D[x., . . .  , Xn_.][xn] by Corollary 5. 7, a 
routine inductive argument then completes the proof. Iff e D[x] has positive degree, 
then f = C( f) J. with J. a primitive polynomial in D[x] of positive degree. Since D is a 
unique factorization domain, either C( f) is a unit or C( f) = c1c2 · · · cm with each Ci 
irreducible in D and hence in D[x] . Let F be the quotient field of D. Since F[x] is a 
unique factorization domain (Corollary 6.4) which contains D[x] , J. = P•

*
p2

*
· · · Pn * 

with each pi* an irreducible polynomial in F[x]. The proofofLemma 6. 1 3  shows that 
for each i, Pi * = (ai/bi)Pi with ai,bi E D, bi � 0, ai/bi e F, Pi E D[x] and Pi primitive. 
Clearly each Pi is irreducible in F[x], whence each Pi is irreducible in D[x] by Lemma 
6. 1 3 . If a =  a1a2 · · · a7, and b = b1b2 · · · bn, then J. = (a/b)PtP2 " · ·Pn· Consequently, 
bJ. = ap1P2 · · · Pn· Since .II and P•P2 · · · Pn are primitive (Lemma 6.1 1 ), it follows (as in 
the proof of Lemma 6.1 2) that a and b are associates in D. Thus a/ b = u with u a 
unit in D. Therefore, if C(f) is a nonunit, f= C(f)J. = c1c2 · · · cm(up.)p2 · · ·pn with 
each ci,Pi , and up. irreducible in D[x] . Similarly, if C(f) is a unit, /is a product of 
irreducible elements in D[x]. 

(Uniqueness) Suppose /is a nonprimitive polynomial in D[x] of positive degree. 
Verify that any factorization of fas a product of irreducible elements may be written 
f = c1c2 · • • CmP• • • · Pn with each Ci irreducible in D, C(f) = c1 · · · Cm and each Pi irre
ducible (and hence primitive) in D[x] of positive degree . Suppose f = d1 · · · drqt · · ·qs 
with each di irreducible in D, C(f) -:- dt · · · dr and each qi ·irreducible primitive in 
D[x] of positive degree. Then c1c2 · · · cn and d1d2 · · - dr are associates in D. Unique 
factorization in D implies that n = r, and (after reindexing) each Ci is an associate of 
d1. Consequently, P1P2 · · · Pn and q1q2 · · · Qs are associates in D[x] and hence in F[x]. 
Since each Pi [resp. q1] is irreducible in F[x] by Lemma 6. 1 3 ,  unique factorization in 
F[x] (Corollary 6.4) implies that n = s and (after reindexing) each Pi is an associate of 
qi in F[x]. By Lemma 6. 1 2  each Pi is an associate of qi in D[x]. • 

Theorem 6. 15. (Eisenstein's Criterion). Let D be a unique factorization domain with 
n 

quotient field F. Iff = L aixi E D[x] , deg f > I and p is an irreducible element ofD 
i = O  

such that 
p .f'an ;  p f ai for i = 0, 1 ,  . . . •  n - 1 ; P21'ao, 
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then f is irreducible in F[x]. Iff is primitive., then f is irreducible in D[x]. 

PROOF. f = C(f)ft with h primitive in D[x] and C( /) e: D; (in particular fi = f 
if /is primitive). Since C(f) is a unit in F (Corollary 6.4), it suffices to show that fi is 
irreducible in F[x]. By Lemma 6. 1 3  we need only prove that fi is irreducible in D[x] . 
Suppose on the contrary that fi = gh with 

g = brxr + · · · + b0 € D[x]., deg g = r > 1 ;  and 
h = C5X8 + · · · + Co € D[x], deg h = s > 1 .  

n 

Now p does not divide C( f) (since p .(an), whence the coefficients of fi = L: a.*x' 
i = O  

satisfy the same divisibility conditions with respect to p as do the coefficients of f. 
Since p divides ao* -= boco and every irreducible in D is prime, either p I bo or p I co, 
say p I bo. Since p21' a0 *, Cp is not divisible by p. Now some coefficient bk of g is not 
divisible by p (otherwise p would divide every coefficient of gh = /.., which would 
be a contradiction). Let k be the least integer such that 

p I bi for i < k and p � bk. 

Then 1 < k < r < n. Since ak * = boCk + b1ck-1 + · · · + bk-1c1 + bkco and p I  ak *, p 
must divide bkco, whence p divides bk or co. Since this is a contradiction, Ji must be 
irreducible in D[x] . • 

EXAMPLE. If f = 2x:> - 6x3 + 9x2 
- 1 5  € Z[x], then the Eisenstein Criterion 

with p = 3 shows that / is irreducible in both Q[x] and Z[x]. 

EXAMPLE. Let f = y3 + x2y2 + x3y + x € R [x ,y) with R a unique factorization 
domain. Then x is irreducible in R[x] and f considered as an element of (R[x])[y] is 
primitive. Therefore, f is irreducible in R[x] [y] = R[x,y] by Theorem 6. 14  and 
Eisenstein's Criterion (with p = x and D = R[x]). 

For another application of Eisenstein's Criterion see Exercise 10. There is a 
lengthy method, due to Kronecker, for finding all the irreducible factors of a poly
nomial over a unique factorization domain, which has only a finite number of units, 
such as Z {Exercise 1 3). Other examples and techniques appear in Exercises 6-9. 

E X E R C I S E S  
1 .  (a) If D is an integral domain and c is an irreducible element in D, then D(x] is 

not a principal ideal domain. [Hint: consider the ideal (x,c) generated by x and c.] 
(b) Z[x] is not a principal ideal domain. 
(c) If F is a field and n > 2, then F[xt, _ . . , xn] is not a principal ideal domain. 
[Hint: show that x1 is irreducible in F[x1, • • •  , x7t-t].] 

2. If F is a field and f,g € F[x] with deg g > 1 ,  then there exist unique polynomials 
fo,/., . . . , j; e: F[x] such that deg fi < deg g for all i and 

J = fo + Jig +  f2K2+ · · · + Jrgr. 

3. Let /be a polynomial of positive degree over an integral domain D. 
(a) If char D = 0, then f' � 0. 
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(b) If char D = p ¢ 0, then f' = 0 if and only if /is a polynomial in xP (that 
is, f = ao + a,xP + a2pX2P + · · · +a1pXiP). 

4. If D is a unique factorization domain, a e. D and fe D[x], then C(af) and aC(f) 
are associates in D. 

n 

5. Let R be a commutative ring with identity and f = L aixi e. R[x] . Then f is a 
i = O  

unit in R[x] if and only if ao is a unit in  R and a., . . .  , an are nilpotent elements of 
R (Exercise 1 .  1 2). 

6. [Probably impossible with the tools at hand.]  Let p E Z be a prime; let F be a field 
and let c e F. Then xP - c is irreducible in F[x) if and only if xp - c has no root 
in F. [Hint: consider two cases: char F = p and char F � p .] 

7. Iff = L a,xi e. Z[x] and p is prime, let 1 = L aixi e.Zp[x] , where a is the image 
of a under the canonical epimorphism Z � ZP. 

(a) If /is monic and ]is irreducible in Zp[x] for sdme prime p, then fis irre
ducible in Z[x]. 

(b) Give an example to show that (a) may be false if fis not monic. 
(c) Extend (a) to polynomials over a unique factorization domain. 

8. [Probably impossible with the tools at hand. ]  (a) Let c E F, where F is a field of 
characteristic p (p prime). Then xP - x - c is irreducible in F[x] if and only if 

xP - x - c has no root in F. 
(b) If char F = 0, part (a) is false. 

9. Let f = L aix' e. Z[x] have degree n. Suppose that for some k (0 < k < n) and 
• - o  

some prime p : p {  an ; p {  ak; p I  ai for all 0 < i < k - 1 ;  and p21' ao. Show that f 
has a factor g of degree at least k that is irreducible in Z[x) . 

n 

10. (a) Let D be an integral domain and c e D. Let f(x) = L aixi e. D[x] and 
n i = O  

f(x - c) = L a,{x - c)i e. D[x]. Then f(x) is irreducible in  D[x] if and only if 
i = O  

f(x - c) is irreducible. 
(b) For each prime p, the cyclotomic polynomial f = xP-1 + xP-2 + · · · + x + 1 
is irreducible in Z[x] . [Hint: observe that f = (xP - 1)/(x - 1), whence 
f(x + 1 )  = ((x + 1 )P - 1)/ x. Use the Binomial Theorem 1 .6 and Eisenstein's 
Criterion to show that f(x + 1 )  is irreducible in Z[x) .] 

1 1 .  If co , c1 , . . . , en are distinct elements of an integral domain D and d0 , . . .  , dn are 
any elements of D, then there is at most one polynomial f of degree < n in D[x] 
such that /( ci) = di for i = 0, 1 ,  . . . , n. [For the existence of J, see Exercise 12]. 

12. Lagrange's Interpolation Formula. If F is a field, a0,a�, . . .  , an are distinct ele
ments of F and co,Ct,  • • .  , en are any elements of F, then 

{!-.. (x - ao) · · · (x - ai-t)(x - ai+I) · · · (x - an) f(x) = LJ Ca 
i = o (aa - ao) · · · (a, - aa-t)(a; - ai+I) · · · (ai - an) 

is the unique polynomial of degree s n in F[x] such that f(ai) = Ci for all i [see 
Exercise 1 1 ] .  

13 .  Let D be a unique factorization domain with a finite number of units and 
quotient field F. If fe D[x] has degree n and co,ch . . . , en are n + 1 distinct ele- I 
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ments of D, then fis completely determined by f(co),f(c.), . . .  , f(cn) according 
to Exercise 1 1 .  Here is Kronecker's Method for finding all the irreducible factors 
of fin D[x]. 

(a) It suffices to find only those factors g of degree at most n/2. 
(b) If g is a factor of f, then g(c) is a factor of f(c) for all c E D. 
(c) Let m be the largest integer < n/2 and choose distinct elements co,Ct , . . .  , 

em E D. Choose do,d. ,  . . . , dm E D such that d;. is a factor of f(c;,) in D for all i. Use 
Exercise 12  to construct a polynomial g € F[x] such that g(ci) = di for all i; it is 
unique by Exercise 1 1 .  

(d) Check to see if the polynomial g of part (c) is a factor of fin F[x]. If not, 
make a new choice of do, . . .  , dm and repeat part (c). (Since D is a unique fac
torization domain with only finitely many units there are only a finite number of 
possible choices for do, . . .  , dm.) If g is a factor of /, say f = gh, then repeat the 
entire process on g and h. 

(e) After a finite number of steps, all the (irreducible) factors of fin F[x] will 
have been found. If g E F[x] is such a factor (of positive degree) then choose r E D  
such that rg E D[x] (for example, let r be the product of the denominators of the 
coefficients of g). Then r-•(rg) and hence rg is a factor of f. Then rg = C(rg)g. 
with g. E D[x] primitive and irreducible in F[x] . By Lemma 6. 1 3, g. is an irre
ducible factor of fin D[x]. Proceed in this manner to obtain all the nonconstant 
irreducible factors of f; the constants are then easily found. 

14.  Let R be a commutative ring with identity and c,h E R with c a unit. 
(a) Show that the assignment x J--+ ex + b induces a unique automorphism of 

R[x] that is the identity of R. What is its inverse? 
(b) If D is  an integral domain, then show that every automorphism of D[x] 

that is the identity on D is of the type described in (a). 

15. IfF is a field, then x and y are relatively prime in the polynomial domain F[x,y], 
but F[x,y] = ( 1F) ::J (x) + (y) [compare Theorem 3 . 1 1  (i)]. 

=F-

1 6. Let f = anxn + · · · + a0 be a polynomial over the field R of real num hers and Jet 
({) = l an lxn + · · · + laol € R[x] . 

(a) If I u I � d, then lfiu) I � <p(d). [Recall that I a + b I � I a I + I b I and 
that I a I � a' ,  1 b I � b' :::> 1 ab 1 � a' b' . 1  

(b) Given a,c E R with c > 0 there exists M E  R such that I f(a + h) - f(a) l  < 

Mlhl for all h E R with I hi < c. [Hint: use part (a).] 
(c) (Intermediate Value Theorem) If a < b and f(a) < d < f(b), then there 

exists c E R such that a < c < b and f(c) = d. [Hint: Let c be the least upper 
bound of S = { x I a < x < b and f(x) < dJ . Use part (b).] 

(d) Every polynomial g of odd degree in R[x] has a real root. [Hint : for suit
able a,b E R. g(a) < 0 and g(h) > 0; use part (c).] 



CHAPTER IV 

MODU LES 

Modules over a ring are a generalization of abelian groups (which are modules over 
Z). They are basic in the further study of algebra. Section 1 is mostly devoted to 
carrying over to modules various concepts and results of group theory. Although the 
classification (up to isomorphism) of modules over an arbitrary ring is quite difficult, 
we do have substantially complete results for free modules over a ring (Section 2) and 
finitely generated modules over a principal ideal domain (Section 6). Free modules, of 
which vector spaces over a division ring are a special case, have widespread applica
tions and are studied thoroughly in Section 2. Projective modules (a generalization of 
free modules) are considered in Section 3 ;  this material is needed only in Section 
VIII . 6 and Chapter IX. 

With the exception of Sections 2 and 6, we shall concentrate on external struc
tures involving modules rather than on the internal structure of modules. Of particu
lar interest are certain categorical aspects of the theory of modules : exact sequences 
(Section 1 )  and module homomorphisms (Section 4). In addition we shall study vari
ous constructions involving modules such as the tensor product (Section 5). Algebras 
over a commutative ring K with identity are introduced in -section 7. 

The approximate interdependence of the sections of this chapter is as follows : 

A broken arrow A - - � B indicates that an occasional result from Section A is used 
in Section B, but that Section B is essentially independent of Section A. 

168 
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1. MODU LES, HOMOMORPH ISMS AN D EXACT SEQUENCES 

Modules over a ring are a generalization of abelian groups (which are modules 
over Z). Consequently, the first part of this section is primarily concerned with 
carrying over to modules various concepts and results of group theory. The re
mainder of the section presents the basic facts about exact sequences. 

Defin ition 1.1. Let R be a ring. A (left) R-module is an addiriDe abelian group A to
gether with a function R X A --t A (rhe image of(r ,a) being denoted by ra) such that 
for all r,s c R and a,b € A :  

(i) r( a + b) = ra + r b. 
(ii) (r + s)a = ra + sa. 

(iii) r(sa) = (rs)a. 
lfR has an identity element 1 R and 

(iv) 1 Ra = a for all a € A, 
then A is said to be a unitary R-module. /fR is a division ring, then a unitary R-module 
is called a (left) vector space. 

A (unitary) right R-module is defined similarly via a function A X R -+  A de
noted (a,r) � ar and satisfying the obvious analogues of (i)-(iv). From now on, un
less specified otherwise, "R-module" means uleft R-module .. and it is understood 
that all theorems about left R-modules also hold, mutatis mutandis, for right R
modules. 

A given group A may have many different R-module structures (both left and 
right). If R is commutative, it is easy to verify that every left R-module A can be given 
the structure of a right R-module by defining ar = ra for r e R, a € A (commutativity 
is needed for (iii) ; for a generalization of this idea to arbitrary rings, see Exercise 1 6). 

Unless specified otherwise, every module A over a commutative ring R is assumed to 
be both a left and a right module with ar = ra for all r E R, a € A.  

If A i s  a module with additive identity element OA over a ring R with additive 
identity OR, then it is easy to show that for all r € R, a e A :  

In the sequel OA,OR,O € Z and the trivial module { 0 l will all be denoted 0. 
It also is easy to verify that for all r E R, n € Z and a € A :  

( -r)a = - (ra) = r( -a) and n(ra) = r(na), 

where na has its usual meaning for groups (Definition 1 . 1 .8, additive notation). 

EXAMPLE. Every additive abelian group G is a unitary Z-module, with 
na (n c Z,a € G) given by Definition 1. 1 .8. 

EXAMPLE. If S is a ring and R is a subring, then S is an R-module (but not 
vice versa !) with ra (r € R,a € S) being multiplication in S. In particu1ar, the rings 
R[xh . . .  , Xm] and R[[x]] are R-rnodules. 
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EXAMPLES. If I is a lefT ideal of a ring R, then I is a left R-module with 
ra (r E R,a E /) being the ordinary product in R. In particular, 0 and R are R-modules. 
Furthermore, since I is an additive subgroup of R, Rj I is an (abelian) group. R/ I is 
an R-module with r(rt + I) = rr1 + I. R/ I need not be a ring, however, unless I is a 
two-sided ideal. 

EXAMPLE. Let R and S be rings and <P : R � S a ring homomorphism. Then 
every S-module A can be made into an R-module by defining rx (x E A) to be <P(r)x. 

One says that the R-module structure of A is given by pullback along <P· 

EXAMPLE. Let A be an abelian group and End A its endomorphism ring (see 
p. 1 1 6). Then A is a unitary (End A)-module, with fa defined to be f(a) (for a E A, 
/e End A). 

' 

EXAMPLE. If R is a ring, every abelian group can be made into an R-module 
with trivial module structure by defining ra = 0 for all r E R and a e A.  

Defi n ition 1.2. Let A and B be modules over a ring R .  A function f : A  � B is an 
R-module homomorphism provided that for all a,c E A and r e R:  

f(a + c) = f(a) + f(c) and f(ra) = rf(a). 

If R is a division ring, then an R-module homomorphism is called a linear trans
formation. 

When the context is clear R-module homomorphisms are called simply homo
morphisms. Observe that an R-module homomorphism· f:  A ----+ B is necessarily a 
homomorphism of additive abelian groups . Consequently the same terminology is 
used: / is an R-module monomorphism [resp. epimorphism, isomorphism] if it  is in
jective [resp. surjective, bijective] as a map of sets. The kernel of .fis its kernel as a 
homomorphism of abelian groups, namely Ker f = { � E A I f(a) = 0 } .  Similarly 
the image of /is the set Im f = { b E B l b = f(a) for some a E A } .  Finally, Theorem 
1.2.3 implies : 

(i) fis an R-module monomorphism if and only if Ker f = 0; 

(ii) f : A ----+ 8 is an R-module isomorphism if and only if there is an R-module 
homomorphism g : B � A such that gf = L -1  and fg = 1 u .  

EXAMPLES. For any modules the zero map 0 : A - � B given by a J--, 0 (a E A) is 
a module homomorphism. Every homomorphism of abelian groups is a Z-module 
homomorphism. If R is a ring, the map R[x] ----+ R[x] given by f � xf(for example, 
(x2 + 1 )  � x(x2 + 1 )) is an R-module homomorphism, but not a ring homo
morphism. 

REMARK. For a given ring R the class of all R-modules [resp . unitary 
R-modules] and R-module homomorphisms clearly forms a (concrete) category. In  
fact, one can define epimorphisms and monomorphisms strictly in  categorical terms 
(objects and morphisms only - no elements) ; see Exercise 2 .  
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Defin ition 1.3. Let R be a ring, A an R-module and B a nonempty subset of A. B is a 
submodule of A provided that B is an additive subgroup of A and rb c B for all r E R, 
b c B. A submodule of a vector space over a division ring is called a subspace. 

Note that a submodule is itself a module. Also a submodule of a unitary module 
over a ring with identity is necessarily unitary. 

EXAMPLES. If R is a ring and f: A � B is an R-module homomorphism, then 
Ker fis a submodule of A and Im fis a submodule of B. If C is any submodule of B, 
then f-1( C) = { a  c A I f(a) E C} is a submodule of A .  

EXAMPLE. Let I be a left ideal of the ring R, A an R-module and S a nonempty 

subset of A .  Then IS = { t ;1 r;a; I r; e I; a; e S;  n e N*} is a submodule of A (Exer

cise 3). Similarly if a e A,  then Ia = { ra I r E /} is a submodule of A .  

EXAMPLE. If { Bi I i E /} is a family of submodules of a module A, then n Bi is iel 
easily seen to be a submodule of A.  

Defin ition 1.4. IfX is a subset of a module A over a ring R,  then the intersection of 
all submodules of A containing X is called the submodule generated by X (or spanned 
by X). 

If X is finite, and X generates the module B, B is said to be finitely generated. If 
X = 0, then X clearly generates the zero module. If X consists of a single element, 
X = { a } ,  then the submodule generated by X is called the cyclic (sub)module gen
erated by a. Finally, if {Bi I i E /} is  a family of submodules of A,  then the submodule 
generated by X = U Bi is called the sum of the modules Bi. If the index set I is finite, iel 
the sum of Bt, . . .  , Bn is denoted Bt + B2 + · · · + Bn. 

Theorem 1.5. Let R be a ring, A an R-module, X a subset of A, { Bi I i E I }  a family 
ofsubmodules of A and a c A . Let Ra = { ra I r E R } .  

(i) Ra is a submodule of A and the n1ap R � Ra given by r � ra is an R-module 
epimorphism. 

(ii) The cyclic submodule C generated by a is { ra + na J r c R; n E Z} . lfR has an 
identity and C is unitary, then C = Ra. 

(iii) The submodule D generated by X is 

I t r;a; + t n;b; I s,t e N*; a;,b; e X  ;r; e R ;  n; E z} . l i= l  j= l 
lfR has an identity and A is unitary, then 

D = RX = { t riai I s  E N*; ai c X ;  ri E R } . 
t = l  
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(iv) The sum of the family { Bi I i e I }  consists of all finite sums bi1 + · · · + bin with 
bik e Bik· 

PROOF. Exercise ; note that if R has an identity l R  and A is unitary, then n1 R e R 
for all n e Z anrl na = (n1 R)a for all a e A. • 

Theorem 1.6. Let B be a submodule of a module A over a ring R .  Then the quotient 
group A/B is an R-module wirh the action ofR on A/B given by: 

r(a + B) = ra + B for all r e R,a e A. 

The map 1r : A --.  A/B given by a �  a + B is an R-modu/e epimorphism with kernel B.  

The map 1r is called the canonical epimorphism (or projection). 

SKETCH OF PROOF OF 1.6. Since A is an additive abelian group, B is a 
normal subgroup, and A/B is a well-defined abelian group. If a +  B = a' + B, 
then a - a' e B. Since B is a submodule ra - ra' = r(a - a') e B for all r e R. Thus 
ra + B = ra' + B by Corollary 1 .4.3 and the action of R on A/ B is well defined. The 
remainder of the proof is now easy. • 

In view of the preceding results it is not surprising that the various isomorphism 
theorems for groups (Theorems 1 .5 .6-1 .5 . 1 2) are valid, mutatis mutandis, for modules. 
One need only check at each stage of the proof to see that every subgroup or homo
morphism is in fact a submodule or module homomorphism. For convenience we 
list these results here. 

Theorem 1.7. If R is a ring and f :  A --.  B is an R-module homomorphism andC is a 
ti:ubmodule ofKer f, then there is a unique R-module homomorphism f :  A/C � B such 
that f(a + C) = f(a) for all a e A;  bn f = lm f and Ker f = Ker f/C.  f is an R-module 
isomorphism if and only iff is an R-module epimorphism and� = Ker f. In particular, 
A/Ker f ,.-....; lm f. 

PROOF. See Theorem 1.5.6 and Corollary 1 .5 .7 .  • 

Corol lary 1.8. /fR is a ring and A' is a submodule of the R-module A and B' a sub
module of the R-module B and f :  A �  B is an R-module homomorphism such that 
f(A') C B', rhen f induces an R-module homomorphism f :  A/ A' --. B/B' given by 
a +  A' � f(a) + B'. f is an R-module isomorphism if and only iflm f + B' = B and 
f-1(B') C A'. ln particular iff is an epimorphism such that f(A') = B' and Ker f C A', 
then f is an R -module isomorphism. 

PROOF. See Corollary 1 .5 .8 .  • 

r 
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Theorem 1.9. Let B and C be submodules of a module A over a ring R.  

(i) There is an R-module isomorphism B/(B n C) r-...; (B + C)jC; 
(ii) ifC C B, then B/C is a submodule of AjC, and rhere is an R-module isomor

phism (A/C)/(B/C) r-...; A/B. 

PROOF. See Corollaries 1.5.9 and 1.5 . 10. • 

Theorem 1. 10. If R is a ring and B is a submodule of an R-module A, then there is a 
one-to-one correspondence between the set of all submodules of A containing B and the 
set of all submodules of A/B, given by C � C/B. Hence every submodule of A/B is of 
the form CjB, where C is a submodule of A which contains B. 

PROOF. See Theorem 1.5. 1 1 and Corollary 1.5. 12 .  • 

Next we show that products and coproducts always exist in the category of 
R-modules. 

Theorem 1.11. Let R be a ring and I A1 I i e I }  a nonempty family of R-modules, 
II Ai the direct product of the abelian groups A;, and I: Ai the direct sum of the 
iel iel 

abelian groups Ai. 

(i) II Ai is an R-module wirh the action ofR given by r I ai } - { rai I . 
iei 

(ii) I: Ai is a submodule of II Ai. 
�I �I 

(iii) For each k E I, the canonical projection 7rk : II  Ai � Ak (Theorem 1.8. 1) is 
an R-module epimorphism. 

(iv) For each k E I, the canonical injection tk : Ak � I:  Ai (Theorem 1.8.4) is an 
R-module monomorphism. 

PROOF. Exercise. • 

II Ai is called the (external) direct product of the family of R-modules { Ai I i e I J 
ie.I 

and I: Ai is its (external) direct sum. If the index set is finite, say I = { 1 ,2, . . .  , n } ,  
ie.I 

then the direct product and direct sum coincide and will be written A 1 EB A2 EB · · · EB An. 
The maps 1rk [resp. c.k] are called the canonical projections [resp. injections] . 

Tneorem 1.12. /fR is a ring, { Ai I i E I }  a family ofR-modules, C an R-module, and 
I cpi : C � Ai I i E I l a family of R-module homomorphisms, then there is a unique 
R-module homomorphism cp : C � II Ai such that 7rjcp = l{}i for all i E I.  II Ai is 

�I �I 

uniquely determined up to isomorphism by this property. In other words, II Ai is a 
ie.I 

product in the category o fR -modules. 

PROOF. By Theorem 1.8.2 there is a unique group homomorphism cp : C � I1 Ai 
which has the desired property, given by cp(c) = { cpi(c) } i11 • Since each cpi is an R-
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module homomorphism, 'P(rc) = { 'Pt{rc) } ;ei = { r'Pi(c) } id = r{ 'Pi(c) } ;d = r'P(c) and 
cp is an R-module homomorphism. Thus II Ai is a product in the category of 
R-modules (Definition 1 .7.2) and therefore determined up to i�omorphism by 
Theorem I. 7.3. • 

Theorem 1.13. lf R is a ring, { Ai l i e  I }  a fami/y of R-modu/es, D an R-module, and 
{ �i : Ai � D I i e I }  a family of R-modu/e homomorphisms, then there is a unique 
R-module homomorphism V; : L Ai � D such that �Li = t/;i for all i e I. L Ai is 

iel iel 

uniquely determined up to isomorphism by this property. ln other words, L Ai is a co
iei 

product in the category ofR-modules. 

PROOF. By Theorem 1.8.5 there is a unique abelian group homomorphism 
� : L Ai � D with the desired property, given by �( { ai } )  = ,E t/;i(ai), where the sum 

, 
t 

is taken over the finite set of indices i such that a1 ¢ 0. It is easy to see that tf is an 
R-module map. Hence LA, is a coproduct in the category of R-modules (Definition 
1.7.4), and therefore, determined up to isomorphism by Theorem 1.7.5. • 

Finite direct sums occur so frequently that a further description of them will be 
useful . We first observe that if f and g are R-module homomorphisms from an R
module A to an R-module B, then the map f + g : A � B given by a � f(a) + g(a) 
is also an R-module homomorphism. It is easy to verify that the set HomR(A,B) of 
all R-module homomorphisms A � B is an abelian group under this addition (Exer
cise 7). Furthermore addition of module homomorphisms is distributive with respect 
to composition of functions; that is, 

h( f+ g) = hf+ hg and ( f+ g)k = fk + gk, 

where f,g : A �  B, h : B � C, k : D _____. A .  

Theorem 1.14. Ler R be a ring and A,A.,A2, • • •  , An R-modules. Then A t"... A1 EB 
A2 EB · · · EB An if and only if for each i = 1 ,2, . . . , n rhere are R-module homomor
phisms 1ri : A � Ai and Li : Ai � A such that 

(i) 1riLi = J A i for i = 1 ,2, . . .  , n ; 
(ii) 7rjLi = 0 for i ¢ j ;  

(iii) LI7rt + L2'1r2 + · · · + Ln7rn = l A. 

PROOF. (�) If A is the _module A t  EB A2 EB · · · EB An, then the canonical in
jections Li and projections 1ri satisfy (i)-(iii) as the reader may easily verify. Likewise 
if A t"... A 1 EB · · · EB An, under an isomorphism f: A � A1 EB · · · EB An, then the 
homomorphisms 1rif :  A � Ai and f-1Li : Ai � A satisfy (i)-{iii). 

( <=) Let 1r; : A � Ai and Li : Ai � A (i = 1 ,2, . . . , n) satisfy (i)-(iii). Let 
1r/ : A 1 E:B · · · E:B An � Ai and '/ : A; � A 1 EB · · · EB An be the canonical projections 
and injections. Let 'P : A1 EB · · · EB A11 _____. A be given by .p = Lf7rt' + '-21r2' + · · · + Lrz1r '1.' 

and tf : A �  At  EB · · · ffi An by = LI1'1r1 + L21'1r2 + · · · + '-11 11r11 . Then 

r 
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n n 

= L L i1Ai1ri = L ti1ri = 1 A .  
i - 1 i =  1 

n n n 

Similarly t/;q; = L L t/1riL;1r/ = L' t/1rl = 1A1 ffi . . .  ffi An· Therefore, q; is an 
i = l  i = l  i = l 

isomorphism by Theorem 1.2.3. • 

Theorem 1.15. Let R be a ring and { Ai I i E I }  a family ofsubmodu/es ofan R-module 
A such that 

(i) A is the sum of the family { Ai I i E I } ; 
(ii) for each k E I, Ak n Ak * = 0, where Ak * is the sum ofthe family { Ai I i � k } .  

Then there is an isomorphism A "" L Ai. 
iel 

PROOF. Exercise ; see Theorem 1.8.6. • 

A module A is said to be the (internal) direct sum of a family of submodules 
{ Ai I i c I}  provided that A and { Ai } satisfy the hypotheses of Theorem 1 . 1 5 .  As in 
the case of groups, there is a distinction between internal and external direct sums. If 
a module A is the internal direct sum of modules Ai, then by definition each of the Ai 
is actually a submodule of A and A is isomorphic to the external direct sum L A  •. 

ial 

However the external direct sum L Ai does nor contain the modules Ai, but only 
i£1 

isomorphic copies of them (namely the Li(Ai) - see Theorem 1 . 1 1  and Exercise 
I .8 . 1  0). Since this distinction is unimportant in practice, the adjectives "internal" 
and "external" will be omitted whenever the context is clear and the following nota
tion will be u�ed. 

NOTATION . We write A = L Ai to indicate that the module A is the internal 
ie[ 

direct sum of the family of submodules { Ai I i e I} . 

Defin ition 1. 16. A pair of module homomorphisms, A � B � C, is said to be exact 

at B provided lm f = Ker g. A finite sequence of module homomorphisms, Ao � At � 

A2 � - · · �� An-1 � An, is exact provided lm fi = Ker fi+t for i = 1 ,2, . . .  , n - 1 .  An 
. ,.{; . f ,I 1 h h . fi-1 

A fi 
A 

fiTl A 
fi+l . tnJ'nzte sequence o mouu,e omomorp tsms, · · · � i-1 � i ------+- i+l � • • • IS exact 

provided lnz fi = Ker fi+l for all i E Z. 

When convenient we shall abuse the language slightly and refer to an exact se
quence of modules rather than an exact sequence of module homomorphisms. 

EXAMPLES. Note first that for any module A, there are unique module homo
morphisms 0 -4  A and A -4 0. If A and B are any modules then the sequences 
0 � A � A E8 B � B � 0 and 0 � B � A E8 B � A � 0 are exact, where the t's 
and 1r's are the canonical injections and pro�ections respectively. Similarly, if C is a 
submodule of D, then the sequence 0 � C � D � D/C � 0 is exact, where i is the 
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inclusion map and p the canonical epimorphism. If f : A --4 B is a module homo
morphism, then A/Ker /[resp. B/Im f] is called the coimage of f [resp. cokernel off] 
and denoted Coim f [resp. Coker f] . Each of the following sequences is exact : 
0 --4  Ker f--4 A �  Coim f--4 0, 0 � Im f--4 B --4 Coker J� 0 and 0 � Ker f--4 
A � B � Coker f --4 0, where the unlabeled maps are the obvious inclusions and 
projections. 

REMARKS. 0 � A � B is an exact sequence of module homomorphisms if and 
only if f is a module monomorphism. Similarly, B !!.._, C --4 0 is exact if and only if g 
is a module epimorphism. If A !:. B � C is exact, then gf = 0. Finally if A � B � 
C --4 0 is exact, then Coker f = B /Im f = B jKer g = Coim g "'-' C. An exact se-

quence of the form 0 --4 A � B .!!....:. C � 0 is called a short exact sequence; note that f 
is a monomorphism and g an epimorphism. The preceding remarks show that a short 
exact sequence is just another way of presenting a submodule (A "'-' Im f) and its 
quotient module (B/Im f = B/Ker g "'-' C). 

Lemma 1.17. (The Short Five Lemma) Let R be a ring and 

a commutative diagran1 of R-modules and R-modu/e homomorphisms such that each 
row is a short exact sequence. Then 

(i) a,')' monomorphisms ::::::} {3 is a monomorphism; 
(ii) a,')' epimorphisms ::::::} {3 is an epimorphism; 

(iii) a,')' isomorphisms => {3 is an isomorphism. 

PROOF. (i) Let b c B and suppose {3(b) = 0; we must show that b = 0. By com
mutativity we have 

')'g(b) = g'{3(b) = g'(O) = 0. 

This implies g(b) = 0, since I' is a monomorphism. By exactness of the top row at B, 
we have b c Ker g = Im f, say b = f(a), a c A . By commutativity, 

f'a(a) = fJf(a) = fl(b) = 0. 

By exactness of the bottom row at A', f' is a monomorphism (Theorem I.2.3(i)); 
hence a(a) = 0. But a is a monomorphism; therefore a = 0 and hence b = /(a) 
= f(O) = 0. Thus {3 is a monomorphism. 

(ii) Let b' c B'. Then g'(b') e C'; since I' is an epimorphism g'(b') = ')'(c) for some 
c c C. By exactness of the top row at C, g is an epimorphism; hence c = g{b) for 
some b c B. By commutativity, 

g'{3(b) = ')'g(b) = ')'(c) = g'(b'). 

r 
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Thus g'[/3(b) - b'] = 0 and /3(b) - b' € Ker g' = Im f' by exactness, say 
f'(a') = /3(b) - b', a' € A'. Since a is an epimorphism, a' = a(a) for some a € A. 
Consider b - f(a) s B: 

/3[b - f(a)] = /3(b) - llf(a). 

By commutativity, 13/(a) = f'a(a) = f'(a') = /3(b) - b' ; hence 

/3[b -
/(a)] = /3(b) - llf(a) = /3(b) - (/3(b) - b') = b' 

and 13 is an epimorphism. 

(iii) is an immediate consequence of (i) and (ii). • 

Two short exact sequences are said to be isomorphic i f  there is a commutative 
diagram of module homomorphisms 

o �A .......... n� c�o 

k lg lh 

o �A'�B'---...c' ........ o 

such that J,g, and h are isomorphisms. In this case, i t  is easy to verify that the 
diagram 

o ........ A -...n --.. c ___.o l f-1 t g-1 th-1 

0 --.. A'� B'----. C'�O 

(with the same horizontal maps) is also commutative. In fact, isomorphism of short 
exact sequences is an equivalence relation (Exercise 14). 

f g Theorem 1.18. Let R be a ring and O � AI ---7 B ---4 A2 � 0 a short exact sequence of 
R-module homomorphisms. Then the following conditions are equivalent. 

(i) There is an R-module homomorphism h : A2 ---4 B with gh = 1 A2; 
(ii) There is an R-module homomorphism k : B ---7 A1 with kf = 1 At ; 

(iii) the given sequence is isomorphic (with identity maps on A1 and A;) to the 
direct sum short exact sequence 0 ---4 A. � At EB A2 � A2 ---7 0;  in particular 
B r-..J AI EB A2. 

A short exact sequence that satisfies the equivalent conditions of Theorem 1 . 1 8  is 
said to be split or a split exact sequence. 

SKETCH OF PROOF OF 1 .18. (i) => (iii) By Theorem 1 . 1 3  the homomor
phisms f and h induce a module homomorphism <P :  At EB A2 ---7 B, given by 
(a1,a2) � /(at) + h(a2). Verify that the diagram 
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is commutative (use the fact that gf = 0 and gh = 1A2). By the Short Five 
Lemma 'P is an isomorphism. 

(ii) � (iii) The diagram 

. 

is commutative, where 1/; is the module homomorphism given by 1/;(b) = (k(b),g(b)) 
(see Theorem 1 . 1 2). Hence the short Five Lemma implies 1/; is an isomorphism. 

(iii} => (i), (ii) Given a commutative diagram with exact rows and 'P an isomor
phism: 

define h : A2 � B to be cpt2 and k : B � At to be 1rt'{)-1• Use the commutatiVIty 
of the diagram and the facts 1riLi = lA,, <P-1<P = 1 A1ffiA2 to show that kf = 1 A1 and 
gh = 1 A2• • 

EX E R C I S E S 
Note: R is a ring. 

1 .  If A is an abelian group and n > 0 an integer such that na = 0 for all a € A,  
then A is a unitary Zn-module, with the action of  Zn o-n A given by ka = ka, 
where k € Z and k � k c Zn under the canonical projection Z -----+ Zr� . 

2. Let f:  A ---+ B be an R-module homomorphism. 
(a) fis a monomorphism if and only if for every pair of R-module homomor

phisms g,h : D ---+ A such that fg = fh, we have g = h. [Hint: to prove (�), let 
D = Ker /, with g the inclusion map and h the zero map.] 

(b) /is an epimorphism if and only if for every pair of R-module homomor
phisms k,t : B � C such that kf = tf, we have k = r. [Hint: to prove (¢=), let k 
be the canonical epimorphism B -----+ Bjlm fand t the zero map.] 

3. Let I be a left ideal of a ring R and A an R-module. 

(a) If S is a nonempty subset of A, then IS = {i � r;a; I n  e N*;  r, e I; a; e S} 
is a submodule of A .  Note that if S = { a } , then IS = Ia = { ra I r € / } . 

r 

I 
I 
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(b) If I is a two-sided ideal, then A/ lA is an R/ /-module with the action of R/ I 
given by (r + /)(a + /A) = ra + lA. 

4 .  If R has an identity. then every unitary cyclic R-module is isomorphic to an 
R-module of the form R/ J, where J is a left ideal of R. 

5 .  If R has an identity , then a nonzero unitary R-module A is simple i f  its only sub
modules are 0 and A .  

(a) Every simple R-module is cyclic. 
(b) If A is simple every R-module endomorphism is either the zero map or an 

isomorphism. 

6. A finitely generated R-module need not be finitely generated as an abelian group. 
[Hint: Exercise 11. 1 . 10.] 

7. (a) If A and B are R-modules, then the set HomR(A,B) of all R-module homo
morphisms A � B is an abelian group with f + g given on a E A by ( f + g)(a) 
= f(a) + g(a) E B. The identity element is the zero map. 
(b) HomR(A,A) is a ring with identity, where multiplication is composition of 
functions. HomR(A,A) is called the endomorphism ring of A. 
(c )  A is a left HomR(A ,A)-module with fa defined to be 

f(a) (a e A,fe Homn(A,A)). 

8. Prove that the obvious analogues of Theorem 1.8 . 10  and Corollary 1.8. 1 1  are 
valid for R-modules. 

9. Iff : A  � A  is an R-module homomorphism such that ff = f, then 

A =  Ker fEB Im /. 

10. Let A,A., . . .  , An be R-modules. Then A r'-.1 A1 EB · · · EB An if and only if for 
each i = 1 ,2, . . .  , n there is an R-module homomorphism 'Pi : A -+ A such that 
Im 'Pi r'-.1 Ai ; 'Pi'{)j = 0 for i � j; and <P• + 'P2 + · · · + 'Pn = l A .  [Hint: If 
A r'-.1 A1 EB · - · EB An let 7ri ,Li be as in Theorem 1 . 14 and define 'Pi = Li1r, . Con
versely, given { 'Pi } , show that 'Pi'Pi = 'Pi· Let lfi = 'Pi I Im 'Pi : Im 'Pi -+ A and 
apply Theorem 1 . 14 with A,  Im q;h q;. , and 1/;i in place of A, Ai, 1r, , and , •. ] 

I I . (a) If A is a module over a commutative ring R and a E A �  then Oa = {r e Rlra 
= 0} is an ideal of R. If  Oa I- 0, a is said to be a torsion element of A .  
(b) If R is an integral domain, then the set T(A) of all torsion elements of A is a 
submodule of A .  (T(A) is called the torsion submodule.) 
(c) Show that (b) may be false for a commutative ring R, which is not an integral 
domain. 

In (d) - (f) R is an integral domain. 

(d) If f : A  � B is an R-module homomorphism, then f(T(A)) C T(B) ; hence 
the restriction h· of f to T(A) is an R-module homomorphism T(A) � T(B). 
(e) If 0 -+ A � B � C is an exact sequence of R-modules, then so is 
0 -+ T(A) � T(B) � T(C) . 
(f) If g : B -+ C is an R-module epimorphism, then Kr : T(B) -+ T( C) need not 
be an epimorphism. [Hint: consider abelian groups.] 
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1 2. (The Five Lemma). Let 

A1 �A2 �Aa �A4 _.As ! a, ! �2 ! aa ! a, ! a, 

B1 .....,. B2 ....,.Ba _....B._ -.B5 

be a commutative diagram of R-modules and R-module homomorphisms, with 
exact rows. Prove that : 

(a) a1 an epimorphism and a2,a4 monomorphisms � aa is a monomorphism ; 
(b) ar; a monomorphism and a2,a4 epimorphisms ==> a a is an epimorphism. 

I o 1 3. (a) lf O � A  � n  � C � 0 and 0 � C � D � E  � O are short exact sequences 

of modules, then the sequence 0 -� A � B � D � E � 0 is exact. 
(b) Show that every exact sequence may be obtained by splicing together suit
able short exact sequences as in (a). 

14.  Show that isomorphism of short exact sequences is an equivalence relation. 

1 5. If f : A �  B and g :  B � A  are R-module homomorphisms such that gf = 1 A, 
then B = Im ftfJ Ker g. 

1 6. Let R be a ring and Rop its opposite ring (Exercise 111 . 1 . 1 7) .  If A is a left [resp. 
right] R-module, then A is a right [resp. left] R0P-module such that ra = ar for all 
a € A, r € R, r € R0P. 

1 7. (a) If R has an identity and A is an R-module, then there are submodules B and 
C of A such that B is unitary, RC = 0 and A = B tfJ C. [Hint: let 
B = { 1Ra I a € A } and C = { a € A l 1Ra = 0 }  and observe that for all a e A, 
a - 1 Ra € C.] 
(b) Let A1 be another R-module, with A1 = B1 tfJ c. (Bt unitary, RC1 = 0). If 
f :  A ---+ At is an R-module homomorphism then f(B) C B1 and /(C) C Ct. 
(c) If the map /of part (b) is an epimorphism [resp. isomorphism], then so are 
f I B : B � B1 and f I C : C � c • .  

1 8. Let R be a ring without identity. Embed R in a ring S with identity and char
acteristic zero as in  the proof of Theorem 111. 1 . 1 0. Identify R with its image in S. 

(a) Show that every element of S may be unique!� expressed in the form 
r1 s + n1s  (r € R, n € Z). 

(b) If A is an R-module and a t A, show that there is a unique R-module 
homomorphism f :  s�A such that f(Is) = a. [Hint: Let f(rls + nls) = ra + 
na.] 

2. FREE MODU LES AN D VECTOR S PACES 

In this section we study free objects in the category of modules over a ring. Such 
free modules, the most important examples of which are vector spaces over a division 
ring (Theorem 2.4), have widespread applications in many areas of mathematics. The 
special case of free abelian groups (Z-modules) will serve as a model for the first 
part of this section. The remainder of the section consists of a discussion of the di
mension (or rank) of a free module (Theorems 2.6-2 . 12) and an investigation of 

r 

I 
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the special properties of the dimension of a vector space (Theorems and Corollaries 
2 . 1 3-2.1 6). 

A subset X of an R-module A is said to be linearly independent provided that for 
distinct x1 , . . . , Xn c: X and r" c: R. 

TtXt + r2X2 + · · · + rnXn = 0 :=) ri = 0 for every i. 

A set that is not linearly independent is said to be linearly dependent. If A is generated 
as an R-module by a set Y, then we say that Y spans A. If R has an identity and A is 
unitary, Y spans A if and only if every element of A may be written as a linear com
bination: rtYt + r2Y2 + · · · + rnYn (ri e R, Yi e Y) ; see Theorem 1 .5 .  A linearly inde
pendent subset of A that spans A is called a basis of A. Observe that the empty set is 
(vacuously) linearly independent and is a basis of the zero module (see Defini
tion 1 .4). 

Theorem 2.1. Let R be a ring with identity. The following conditions on a unitary 
R-module F are equivalent: 

(i) F has a nonempty basis; 
(ii) F is the internal direct sum of a family of cyclic R-modules, each of which is 

isomorphic as a left R-module to R ;  
(iii) F is R-modu/e isomorphic to a direct sum of copies of the left R-module R ;  
(iv) there exists a nonempty set X and a function L : X ---+ F with the following 

property: given any unitary R-module A and function f : X ---+ A, there exists a unique 
R-module homomorphism f :  F � A such that f L = f. In other words, F is a free object 
in the category of unitary R-modules. 

The theorem is proved below. A unitary module F over a ring R with identity, 
which satisfies the equivalent conditions of Theorem 2 . 1 ,  is called a free R-module on 
the set X. By Theorem 2. 1 (iv ), F is a free object in the category of all unitary left 
R-modules. But such an F is not a free object in the category of all left R-modules 
(Exercise 1 5). By definition the zero module is the free module on the empty set. 

It is possible to define free modules in the category of all left R-modules over an 
arbitrary ring R (possibly without identity) ; see Exercise 2. Such a free module is not 
isomorphic to a direct sum of copies of R, even when R does have an identity (Exer
cise 2). In a few carefully noted inst�nces below, certain results are also valid for 
these free modules in the category of all left R-modules. However, unless stated 
otherwise, the term "free module ... will always mean a unitary free module in the 
sense of Theorem 2. 1 .  

SKETCH OF PROOF OF 2.1. (i) � (ii) Let X be a basis of F and x c: X. The 
map R � Rx, given by r � rx, is an R-module epimorphism by Theorem 1 .5 .  If 
rx = 0, then r = 0 by linear independence, whence the map is a monomorphism and 
R "'"' Rx as left R-modules. Verify that F is the internal direct sum of the cyclic 
modules Rx (x c:X). 

(ii) � (iii) Theorem 1 .1 5  and Exercise 1 .8. 
(iii) � (i) Suppose F � L R and the copies of R are indexed by a set X. For each 

x c: X let O:r be the element { ri }  ofLR, where ri = O for i � x and rx = 1R .  Verify that 
{ Ox I x c: X} is a basis of LR and use the isomorphism F r--� LR to obtain a basis of F. 

(i) � (iv) Let X be a basis of F and L : X �  F the inclusion map. Suppose we are 
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n 

given a map f :  X �  A .  If u e F., then u = L riXi (ri e R,xi eX) since X spans F. If 
n i = l 

u = L SiXi (si e R), then L (ri - Si)Xi = 0, whence ri = Si for every i by linear in-
i = l  i 

dependence. Consequently, the map J :  F � A  given by 

J(u) = 1(� r;x.) = � r;f(x;) 
is a well-defined function such that lt = f. Verify that ]is an R-module homomor
phism. Since X generates F, any R-module homomorphism F � A  is uniquely deter
mined by its action on X. Thus, if g :  F � A  is an R-moduJe homomorphism such 
that gt = f, then for every x eX, g(x) = g(t(x)) = f(x) = f(x), whence g = J and 
]is unique. Therefore, by Definition 1 .7.7 F is a free object on the set X in the cate
gory of unitary R-modules. 

(iv) � (iii) Given , : X �  F construct the direct sum LR, with one copy of R for 
each x eX. Let Y = { Ox I x e X} be the basis of the (unitary) R-module LR as in the 
proof of (iii) =:) (i). The proof of (iii) � (i) => (iv) shows that LR is a free object on 
the set Y in the category of R-modules (with Y � _LR the inclusion map). Since 

lXI = I Yl , the proof of Theorem I. 7.8 implies that there is an R-module isomorphism 
f : F ,_, LR such that f(t(X)) = Y. • 

REMARKS. (a) I f F is a free R-module on a set X(L :X� F), then the proof of 
(iv) => (iii) of Theorem 2 . 1  implies that c.(X) is actually a basis of F. 

(b) Conversely, the proof of (i) � (iv) of Theorem 2 . 1  shows that if X is a basis of 
a unitary module F over a ring R with identity, then F is free on X, with L : X �  F the 
inclusion map. 

(c) If X is any nonempty set and R is a ring with identity, then the proof of 
Theorem 2 . 1  shows how to construct a free R-module on the set X. Simply let F be 
the direct sum _LR, with the copies of R indexed by the set X. In the notation of the 
proof, { Ox I x e X} is a basis of F so that F = L RO:z . Since the map c. : X �  F., given 

xeX 
by x � Ox, is injective it follows easily that F is free on X in the sense of condition (iv) 
of Theorem 2. 1 .  In this situation we shall usually identify X with its image under L, 
writing x in place of ex, so that X c F. In this notation F = L Rex is written as 

xeX 
L Rx and a typical element of F has the form r.x. + · · · + rnxT> (r� e R;xi c: X). In 
xeX 
particular, X = t(X) is a basis of F. 

(d) The existence of free modules on a given set in the category of all modules 
over an arbitrary ring (possibly without identity) is proved in Exercise 2 .  

Corollary 2.2. Every (unitar.v) module A over a ring R (with identity) is the /unnomor
phic image of a free R-module F. If A is finitely generated, then F 1nay be chosen to be 
finitely generated. 

REMARK. Corollary 2.2 and its proof are valid i f  the words in parentheses are 
deleted and "free module" is taken to mean a free module in the category of al l  left 
modules over an arbitrary ring (as defined in Exercise 2). 

r 

l 
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SKETCH OF PROOF OF 2.2. Let X be a set of generators of A and F the free 
R-module on the set X. Then the inclusion map X ---+ A induces an R-module homo
morphism l : F ---+ A such that X C Im J (Theorem 2. 1 (iv)). Since X generates A, 
we must have Im 1 = A.  • 

REMARK. Unlike the situation with free abelian groups, a submodule of a free 
modu1e over an arbitrary ring need not be free. For instance { 0,2,4 } is a submodule 

, 

of Z6, but is clearly not a free Zs-module ; compare Theorem 11 . 1 .6 and Theorem 6.1 

below. 

Vector spaces over a division ring D (Definition 1 . 1) are important, among other 
reasons, because every vector space over D is in fact a free D-module. To prove this 
we need 

Lem ma 2.3. A maxima/ linearly independent subset X of a vector space V over a 
division ring D is a basis of V. 

PROOF. Let W be the subspace of V spanned by the set X. Since X is linearly in
dependent and spans W, X is a basis of W. If W = V, we are done. If not, then there 
exists a nonzero a € V with a .  W. Consider the set X U { a } . If ra + r1X1 + · · · + 
rnXn = 0 (r,ri € D,xi E X) and r :;e. 0, then a = r-1(ra) = -r-1rtXt - · · · - r-1r,.,xn € W, 
which contradicts the choice of a. Hence r = 0, which implies ri = 0 for all i since X 
is linearly independent. Consequently X U l a }  is a linearly independent subset of V, 
contradicting the maximality of X. Therefore W = V and X is a basis. • 

Theorem 2.4. Every vector space V over a division ring D has a basis and is therefore 
a free D-module. More generally every linearly independent subset of V  is contained in 
a basis of V. 

The converse of Theorem 2.4 is also true, namely, if every unitary module over a 
ring D with identity is free, then D is a division ring (Exercise 3 . 14). 

SKETCH OF PROOF OF 2.4. The first statement is an immediate con
sequence of the second since the null set is a linearly independent subset of every 
vector space. Consequently, we assume that X is Cl.ny linearly independent subset of V 
and let S be the set of all linearly independent subsets of V that contain X. Since 
X € s� s :;e. 0 .  Partially order s by set theoretic inclusion. If { ct I i € /} is a chain in s 
verify that the set C = U Ci is linearly independent and hence an element of S. 

id 
Clearly C is an upper bound for the chain ( Ci I i E I } .  By Zorn's Lemma S contains a 
maximal element B that contains X and is necessarily a maximal linearly inde
pendent subset of V. By Lemma 2.3 B is a basis of V. • 

Theorem 2.5. If V is a vector space ocer a division ring D and X is a subset that 
spans V, then X contains a basis ofV. 
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SKETCH OF PROOF. Partially order the set S of all linearly independent 
subsets of X by inclusion. Zorn's Lemma implies the existence of a maximal linearly 
independent subset Y of X. Every element of X is a linear combination of elements of 
Y (otherwise, as in Lemma 2.3, we could construct a linearly independent subset of X 
that properly contained Y, contradicting maximality). Since X spans V, so does Y. 
Hence Y is a basis of V. • 

In the case of free abelian groups (Z-modules) we know that any two bases of a 
free Z-module have the same cardinality (Theorem 11 . 1 .2). Unfortunately, this is not 
true for free modules over arbitrary rings with identity (Exercise 13). We shall now 
show that vector spaces over a division ring and free modules over a commutative 
ring with identity have this property. 

Theorem 2.6. Let R be a ring with identity and F a free R-module with an infinite 
basis X.  Then every basis ofF has the same cardinality as X. 

PROOF. If Y is  another basis of F, then we claim that Y is infinite. Suppose on 
the contrary that Y were finite. Since Y generates F and every element of Y is a 
linear combination of a finite number of elements of X, it follows that there is a finite 
subset { Xt, • • •  , Xm J of X, which generates F. Since X is infinite, there exists 

X E X  - { XI, . . .  , Xm } • 

Then for some ri E R, x = r1x1 + · · · + rmxm, which contradicts the linear inde-
_, 

pendence of X. Therefore, Y is infinite. 

Let K(Y) be the set of all finite subsets of Y. Define a map f : X  -4 K(Y) by 
x � { y� , . . .  , Yn } , where x = r•Y• + · · · + r ,yn and rt. � 0 for all i. Since Y is a basis, 
the Yi are uniquely determined and /is a well-defined function, (which need not be 
injective). If Im fwere finite, then U S would be a finite subset of Y that would 

Selm f 
generate X and hence F. This leads to a contradiction of the linear independence of Y 
as in the preceding paragraph . Hence Im [is infinite. 

Next we show that f-1(T) is a finite subset of X for every T E Im f C K(Y). If 
x E /-1(T), then x is contained in the submodule Fr of F generated by T; that is, 
/-1(T) c Fr (see Theorem 1 .5). Since T is finite and each y E T  is a linear combina
tion of a finite number of elements of X, there is a finite subset S of X such that Fr is 
contained in the submodule Fs of F generated by S. Thus x E /-1(T) implies x E Fs 
and x is a linear combination of elements of S (Theorem 1 .5). Since x e X  and S C X, 
this contradicts the linear independence of X unless x e S. Therefore, f-1(T) C S, 
whence .r-1(T) is finite. 

For each T e Im f, order the elements of f-1(T), say x1 , • • •  , Xn, and define an in
jective map Kr : t-•cn � Im f X N by xk I-t (T,k). Verify that the sets /-

1(T) 
(T E lm f) form a partition of X. It follows that the map X �  Im / X  N defined 
by x � gr(x ), where x E f-1(T), is a well-defined injective function, whence 
IX/ < jim f X N j . Therefore by Definition 8.3, Theorem 8 . 1 1 ,  and Corollary 8 . 1 3 of 
the Introduction: 

/XI < I Im / X N/ = flm fl N0 = /Im /1 < !K(Y)j = / Y/ .  

r 
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Interchanging X and Y in the preceding argument shows that I Yl < lXI . Therefore 
I YI = lXI by the Schroeder-Bernstein Theorem. • 

Theorem 2.7. If V is a vector space over a division ring D, then any two bases of V 
have the same cardinality. 

PROOF. Let X and Y be bases of V. If either X or Y is infinite, then IX! = I Yf by 
Theorem 2.6. Hence we assume X and Y are finite, say X = { x�, . . .  , Xn } ,  and 
Y = { y�, . . .  , Ym } .  Since X and Y are bases, 0 � Ym = r1x1 + · · · + rnXn for some 
ri e; D. If rk is the first nonzero ri, then xk = rk-1Ym - rk-1rk+lxk+I - · · · - rk-1rnxt1 .  
Therefore, the set X' = ( Ym,Xt, • . . , Xk-t,Xk+h . • .  , Xn } spans V (since X does). In 
particular 

Ym-1 = SmYm + ltXt + · · · + tk-1Xk-l + h+tXk+1 + · · · + tnXn (Sm,li E D). 

Not all of the li are zero (otherwise Ym-t - SmYm = 0, which contradicts the linear in
dependence of Y). If t 1 is the first nonzero li, then xi is a linear combination of 
Ym-t,Ym and those Xi with i � j,k. Consequently, the set {Ym-hYm J U { Xi I i � j,k J 
spans V (since X' does). In particular, Ym-2 is a linear combination of Ym-t,Ym and the 
xi with i -:;C j,k .  The above process of adding a y and eliminating an x may therefore 
be repeated. At the end of the kth step we have a set consisting of Ym,Ym-t, • . • , Ym-k+• 
and n - k of the Xi, which spans V. If n < m, then at the end of n steps we would 
conclude that { Ym, . . .  , Ym-11+1 } spans V. Since m - n + 1 > 2, Y1 would be a linear 
combination of Ym, • . .  , Ym-n+l, which would contradict the linear independence of 
Y. Therefore, we must have m < n. A similar argument with the roles of X and Y re
versed shows that n < m and hence m = n. • 

Defin ition 2.8. Let R be a ring with identity such that for every free R-module F, any 
two bases of F haoe the same cardinality. Then R is said to have the invariant dimension 
property and the cardinal number of any basis ofF is called the dimension (or rank) of 
F over R .  

Theorem 2.7 states that every division ring has the invariant dimension property. 
We shall follow the widespread (but not universal) practice of using "dimension"' 
when referring to vector spaces over a division ring and "rank" when referring to free 
modules over other rings. The dimension of a vector space V over a division ring D 
will be denoted here by dimnV. The properties of dimnV will be investigated after 
Corollary 2. 12 .  Results 2.9-2. 1 2  are not needed in the sequel, except in Sections 
IV.6 and Vll.5. 

Proposition 2.9. Let E and F be free modules over a ring R that has the inoariant 
dimension property. Then E ""'  F if and only ifE and F hat,e the same rank . 

PROOF. Exercise; see Proposition 11. 1 . 3 .  • 

Lemma 2.10. Let R be a ring with identity, I (-:;C R) an ideal ofR, F a  free R-module 
with basis X and 7r : F � F /IF the canonical epimorphism. Then F /IF is a free R/I
module with basis 7r(X) and 17r(X) I  = lX I .  
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Recall that IF = { t r;a; I r; c /, a, c F, n E N*} and that the action of Rl I on 
, = 1  

Fl IF is given by (r + l)(a + IF) = ra + IF (Exercise 1 .3). 

n 

PROOF OF 2.10. If u + IF c Fl IF, then u = L r1x1 with r; c R, x1 e X  since 
i = l  

u c FandX is a basis of F. Consequently, u + IF =  (L r1x1) + IF =  L (rixi + IF) 
j i 

= Z:: (r; + l)(x1 + IF) = � (r1 + 1)1r(x1), whence 7r(X) generates Fl IF as an 
J 1 m 

Rl /-module. On the other hand, if L (rk + 1)1r(xk) = 0 with rk c R and Xt, • . •  , Xm 
k = l  

distinct elements of X, then 0 = L (rk + 1)1r(xk) = L (rk + l)(xk + IF) 
k k 

= L rkxk + IF, whence L rkxk c IF. Thus L rkxk = L s1u; with S1 c /, u1 c F. 
k k k j 

Since each u; is a linear combination of elements of X and I is an ideal, L siui is a 
• j m 

linear combination of elements of X with coefficients in /. Consequently, L rkxk 
d k = l  

= L s1u1 = L c,y, with c, c I, y, c X. The linear independence of X implies that 
j t == l  

(after reindexing and inserting terms Oxh Oy, if necessary) m = d, Xk = Yk and 
rk = ck c I for every k. Hence rk + I = 0 in R/ I for every k and 1r(X) is linearly in
dependent over Rl I. Thus Fl IF is a free Rl /-module with basis 1r(X) (Theorem 2. 1). 
Finally if x, x' c X and 1r(x) = 1r(x') in F I IF, then ( 1R  + /)1r(x) - ( lR  + 1)1r(x') = 0. 

If x � x', the preceding argument implies that 1R c I, which contradicts the fact that 
I �  R. Therefore, x = x' and the map 1r : X �  1r(X) is a bijection, whence 
lX I = l1r(X)I . • 

Proposition 2.11. Let f :  R � S be a nonzero epimorphism of rings with identity. If 
S has the invariant dimension property, then so does R. 

PROOF. Let I = Ker /; then S rov Rl I (Corollary 111.2.10). Let X and Y be bases 
of the free R-module F and 1r : F � F I IF the canonical epimorphism. By Lemma 
2.10 F I IF is a free Rl /-module (and hence a free S-module) with bases 1r(X) and 1r(Y) 
such that lXI = l1r(X)I , I Yl = l1r( Y)I .  Since S has the invariant dimension property , 
l1r(X) I = j1r(Y) j .  Therefore, lX I = I Y/ and R has the invariant_dimension property. • 

Corollary 2.12. lfR is a ring with identity that has a homomorphic image which is a 
division ring, then R has the invariant dimension property. In particular, every com
mutative ring with identity has the invariant dimension property. 

PROOF. The first statement follows from Theorem 2.7 and Proposition 2.1 1 .  If 
R is commutative with identity, then R contains a maximal ideal M (Theorem 
111.2. 1 8) and R/ M is a field (Theorem 111 .2.20). Thus the second statement ts a 
special case of the first. • 

We return now to vector spaces over a division ring and investigate the properties 
of dimension. A vector space V over a division ring D is said to be finite dimensional 
if dimDV is finite. 

i 
I 
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Theorem 2.13. Let W be a subspace of a l'ector space V over a division ring D. 

(i) dimoW < dimoV; 
(ii) ifdimoW = dimoV and dimoV is finite, then W = V; 
(iii) dimoV = dimoW + dimo(VIW). 

187 

SKETCH OF PROOF. (i) Let Y be a basis of W. By Theorem 2.4 there is a 
basis X of V containing Y. Therefore, dimD W = I Yl < lXI = dimnV. (ii) If I Y/ = fXJ 
and IX/ is finite, then since Y C X we must have Y = X, whence W = V. (iii) We shall 
show that U = f x + W I x e X  - Y l is a basis of VI W. This will imply (by Defini
tion 8.3 of the Introduction) that dimDV = lXI = I YI + /X - Y/ = I Y/ + /UI 
= dimv W + dimn(VI W). If v E V, then v = � riYi + � sixi (ri,si E D; Yi E Y; 

� J 
xi e X  - Y) so that v + W = L s1(x 1 + W). Therefore, U spans VI W. If 

1 L r;(xi + W) = 0 (r1 e D; x; e X - Y), then L rixi E W, whence L r;x; = L skYk 
j j j k 

(sk e D; Yk e Y). This contradicts the linear independence of X =  Y U (X - Y) unless 
r1 = 0, sk = 0 for all j,k. Therefore, U is linearly independent and I VI = /X - Yj .  • 

Corollary 2.14. Iff : V ----.. V' is a linear transformation of vector spaces over a divi
sion ring D, then there exists a basis X ofV such that X n Ker f is a basis ofKer f and 
{ f(x) I f(x) � 0, x e X  l is a basis of lm f. In particular, 

dimo V = dimo(Ker f) + dimo(lm f). 

SKETCH OF PROOF. To prove the first statement let W = Ker fand let Y,X 
be as in the proof of Theorem 2. 1 3 . The second statement follows from Theorem 2.1 3 
(iii) since VI W r...� Im fby Theorem 1 .  7 .  • 

Corollary 2. 15. lfV and W are finite dimensional subspaces of a cector space over a 
division ring D, then 

dimoV + dimoW = dimo(V n W) + dimo(V + W). 

SKETCH OF PROOF. Let X be a basis of V n W, Y a (finite) basis of V that 
contains X, and Z a (finite) basis of W that contains X (Theorem 2.4). Show that 
X U (Y - X) U (Z - X) is a basis of V + W, whence 

dimn(V + W) = lXI + J Y - XI + IZ - X/ = dimn(V n W) 
+ (dim/)V - dimn(V n W)) 
+ (dimv W - dinln(V n W)). • 

Recall that if a division ring R is contained in a division ring S, then S is a vector 
space over R with rs (s e S,r e R) the ordinary product in S. The following theorem 
will be needed for the study of field extensions in Chapter V. 
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Theorem 2.16. Let R,S,T be division rings such that R C S C T. Then 

dimRT = (dimsT)(dimnS). 

Furthermore, dimn T is finite if and only if dim s T and dim RS are finite. 

PROOF. Let U be a basis of T over S, and let V a  basis of S over R.  It suffices 
to show that { vu I v € V.u e U} is a basis of T over R. For the elements vu are all 
distinct by the linear independence of U over S. Consequently, we may conclude 
that dimRT = JUI IVI = (dimsTXdimRS). The last statement of the theorem then 
follows immediately since the product of two finite cardinal numbers is finite and the 
product of an infinite with a finite cardinal number is infinite (Introduction, Theorem 
8.1 1 ). 

n 

If u e T, then u = L SiUi (si € S ,ui € U) since U spans T as a vector space over S. 
i = l  mi 

Since S is a vector space over R each Si may be written as Si = L ri;vi (rii € R,v; € V). . i = l 
Thus u = :L S;U; = :L <:L r;iv)u; = :L :L r;1v1u; . Therefore, {vu !v  e V,u e U} 

; i j ; j 
spans T as a vector space over R.  

n m 

Suppose that L L ri;(v;ui) = 0 (r;; € R,vi € V,u; € U). For each i, let 
m i - l i � l 

s. = L r11v1 e S. Then 0 = L L ri1(v1Ui) = L (L ri;v1)u, = L s,ui. The linear 
i -= l ' i i i i 

independence of U over S implies that for each i, 0 = Si = L r;.iv;. The linear inde
i 

pendence of V over R implies that r1; = 0 for all i,j. Therefore, { vu I v e V,u € U} is 
linearly independent over R and hence a basis. • 

E X E R C I S E S  
1 .  (a) A set of vectors { x., . . .  , Xn } in a vector space V over a division ring R is 

linearly dependent if and only if some xk is a linear combination of the pre
ceding xi. 
(b) If { x1,x2,xa } is a l inearly independent subset of V, then the set { x1 + x2, 
X2 + xa, xa + x. } is linearly independent if and only if Char R ¢ 2. [See Defini
tion III . 1 . 8] .  

2.  Let R be any ring (possibly without identity) and X a nonempty set . In this exer
cise an R-module F is called a free module on X if F is a free object on X in the 
category of all left R-modules. Thus by Definition 1.7.7, F is the free module on 
X if  there is  a function c. : X �  F such that for any left R-module A and function 
f : X ____. A there is a unique R-module homomorphism J : F � A with lc. = f 

(a) Let {Xi I i e / } be a collection of mutually disjoint sets and for each i € /, 
suppose Fi is a free module on Xi, with Li : xi ----+ Fi. Let X = u xi and F = L" 

iE/ iE/ 
Fi, with ¢i : Fi ----+ Fthe canonical injection. Define c. : X ----+ F by t(x) = ¢ic..{x) for 
x € Xi; {c. is well defined since the Xi are disjoint). Prove that F is a free module on 
X. [Hint: Theorem 1 . 1 3  may be useful.] 

(b) Assume R has an identity. Let the abelian group Z be given the trivial 
R-module structure (rm = 0 for all r e R, m e Z), so that R EB Z is an R:..module 
with r(r' ,m) = (rr', 0) for all r ,r' € R, m e Z. If X is any one element set, X = { r J , 

/ 
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let " : X �  R EB Z be given by 1.(1) = (1R,1). Prove that R EB Z is a free module 
on X. [Hint: given f : X �  A, let A = B EB C as in Exercise 1 . 1 7, so that 
f(t) = b + c (b c B,c c C). Define f(r,m) = rb + me.] 

(c) If R is an arbitrary ring and X is any set, then there exists a free module 
on X. [/-lint .  Since X is the disjoint union of the sets { t }  with t c: X, it suffices 
by (a) to assume X has only one element. If R has an identity, use (b). If R 
has no identity, embed R in a ring S with identity and characteristic 0 as in 
the proof of Theorem 111 . 1 . 1 0. Use Exercise 1 . 1 8  to show that S is a free 
R-module on X.] 

3. Let R be any ring (possibly without identity) and F a free R-module on the set 
X, with " : X �  F, as in Exercise 2. Show that t(X) is a set of generators of the 
R-module F. [/-lint: let G be the submodule of F generated by 1.(X) and use the 
definition of "free module"" to show that there is a module homomorphism 'P 
such that 

is commutative. Conclude that 'P = 1p.] 

4. Let R be a principal ideal domain, A a unitary left R-module, and p c: R a prime 
( =_ irreducible). Let pA = {pa I a c A }  and A(p] = { a  c A ( pa = 0} . 

(a) Rj(p) is a field (Theorems 111.2.20 and 111.3 .4). 
(b) pA and A [p) are submodules of A. 
(c) AjpA is a vector space over Rj(p), with (r + (p))(a + pA) = ra + pA. 
(d) A [p) is a vector space over Rj(p), with (r + (p))a = ra. 

5.  Let V be a vector space over a division ring D and S the set of all subspaces of V, 
partially ordered by set theoretic inclusion. 

(a) S is a complete lattice (see Introduction, Exercise 7.2 ; the l .u.b. of V1,V2 is 
VI + v2 and the g.l.b. vl n V2)-

(b) S is a complemented lattice; that is, for each Vt c: S there exists V2 c: S such 
that v = Vt + v2 and v) n v2 = 0, so that v = vl EB v2. 

(c) S is a modular lattice ; that is, if V1,V2,V3 e S and Va C Vt, then 

v� n (V2 + v3) = (V1 n v2> + v3. 

6. Let R and C be the fields of real and complex numbers respectively. 
(a) dimRC = 2 and dimRR = 1 .  
(b) There is no field K such that R C K C C. 

7. If G is a nontrivial group that is not cyclic of order 2, then G has a nonidentity 
automorphism. [/-lint: Exercise 11.4.1 1 and Exercise 4(d) above.] 

8. If V is a finite dimensional vector space and Vm is the vector space 

V ffi  V ffi ·  · · EB V (m summands), 

then for each m > 1 ,  Vm is finite dimensional and dim Vm = m(dim V). 



190 CHAPTER IV MODU LES 

9. If Ft and F2 are free modules over a ring with the invariant dimension property, 
then rank (F. EB F2) = rank F. + rank F2. 

10. Let R be a ring with no zero divisors such that for all r,s € R there exist a,b € R, 
not both zero, with ar + bs = 0. 

(a) If R = K EB L (module direct sum), then K = 0 or L = 0. 
(b) If R has an identity, then R has the invariant dimension property. 

1 1 .  Let F be a free module of infinite rank a over a ring R that has the invariant di
mension property. For each cardinal {3 such that 0 < {3 < a, F has infinitely 
many proper free submodules of rank {3. 

12. If F is a free module over a ring with identity such that F has a basis of finite 
cardinality n > 1 and another basis of cardinality n + I , then F has a basis of 
cardinality m for every m > n (m € N*). 

1 3. Let K be a ring with identity and Fa  free K-module with an infinite denumerable 
basis { e.,e2, . . .  J .  Then R = HomK(F,F) is a ring by ·Exercise 1 .7(b). If n is any 
positive integer, then the free left R-module R has a basis of n elements; that is, 
as an R-module, R ro..J R EB· ·  ·EB R for any finite number of summands. 
[Hint: { 1 R I  is a basis of one element ; { fi,h} is a basis of two elements, where 
fi(e2n) = en, Ji(e2n-I) = 0, h(e2n) = 0 and J2(e211-I) = en. Note that for any g € R, 
g = K•fi + K2h, where g.(en) = g(e211) and g2(en) = g(e2n-t) . ] 

14. Let f : V � V' be a linear transformation of finite dimensional vector spaces V 
and V' such that dim V = dim V'. Then the following conditions are equivalent : 
(i) f is an isomorphism; (ii) f is an epimorphism; (iii) f is a monomorphism. 
[Hint: Corollary 2. 14.] 

1 5. Let R be a ring with identity. Show that R is not a free module on any set in the 
category of all R-modules (as defined in Exercise 2). [Hint .  Consider a nonzero 
abelian group A with the trivial R-module structure (ra = 0 for all r € R., 
a € A). Observe that the only module homomorphism R � A is the zero map.] 

3. PROJ ECTIVE AN D I NJECTIVE MODU LES 

Every free module is projective and arbitrary projective modules (which need not 
be free) have some of the same properties as free modules. Projective modules are 
especially useful in a categorical setting since they are defined solely in terms of 
modules and homomorphisms. Injectivity., which is also studied here, is the dual 
notion to projectivity. 

Defin ition 3.1. A module P over a ring R is said tv be projective if given any diagram 
ofR-module homo1norphisn1S 
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with bottom row exact (that is, g an epimorphism), there exists an R-module homo
ntorphism h : P � A  such that the diagram 

is commutative (that is, gh = f). 

The theorems below will provide several examples of projective modules. We 
note first that if R has an identity and P is unitary, then P is projective if and only if 
for every pair of unitary modules A,  B and diagram of R-module homomorphisms 

with g an epimorphism, there exists a homomorphism h : P � A with gh = f. For 
by Exercise 1 . 17,  A = A. E8 A2 and B = B1 EB B2 with A1,BI unitary and RA2 = 0 
= RB2. Exercise 1 . 1 7  shows further that f(P) C Bt and g ! At is an epimorphism 
A1  � Bt. so that we have a diagram of unitary modules : 

Thus the existence of h : P � A  with gh = f is equivalent to the existence of 
h : P � At with gh = f. 

Theorem 3.2. Every free module F over a ring R with identity is projective. 

REMARK. The Theorem is true if the words "with identity'' are deleted and F is 
a free module in the category of all left R-modules (as defined in Exercise 2.2). The 
proof below carries over verbatim, provided Exercise 2.2 is used in place of Theo
rem 2.1 and the word uunitary" deleted. 

PROOF OF 3.2. In view of the remarks preceding the theorem we may assume 
that we are given a diagram of homomorphisms of unitary R-modLles: 

F 

�� g 
A�B -..0 



192 CHAPTER IV MODU LES 

with g an epimorphism and F a  free R-module on the set X (c. : X --+  F). For each 
x e X., f(c.(x)) e B. Since g is an epimorphism, there exists ax e A with g(ax) = f(c.(x)). 
Since F is free, the map X ---4 A given by X �  ax induces an R-module homomor
phism h : F --+  A such that h(c.(x)) = ax for all x e X. Consequently, ghc.(x) = g(ax) 
= fc.(x) for all x E X  so that ght. = ji. : X  ---4 B. By the uniqueness part of Theorem 
2.1 (iv� we have gh = f Therefore F is projective. • 

Corol lary 3.3. EDery module A over a ring R is the homomorphic image of a projec
tive R-modu/e. 

PROOF. Immediate from Theorem 3.2 and Corollary 2.2. • 

Theorem 3.4. Let R be a ring. The following conditions on an R-module P are 
equivalent. 

(i) P is projective; 
(ii) every short exact sequence 0 --+ A � B � P ---+ 0 is split exact (hence 

B '"'-' A EB P); 
(iii) there is a free module F and an R-module K such that F � K E8 P. 

REMARK. The words "free module" in condition (iii) may be interpreted in 
the sense of Theorem 2.1  if  R has an identity and P is unitary, and in the sense of 
Exercise 2.2 otherwise. The proof is the same in either case . 

PROOF OF 3.4. (i) � (ii) Consider the diagram 

with bottom row exact by hypothesis. Since P i s  projective there is an R-module 
homomorphism h : P --+ B such that gh = 1 r. Therefore, the short exact sequence 

0 � A � B /2 P � 0 is split exact by Theorem 1 . 1 8  and B � A EB P. 
h 

(ii) � (iii) By Corollary 2.2 there is a free R-module F and an epimorphism 
g :  F -P. If K = Ker g, then 0 - K ..S F � P - 0 is exact. By hypothesis the se
quence splits so that F � K EB P by Theorem 1 . 1 8. 

(iii) ==::) (i) Let 7f be the composition F � K E8 P --+ P where the second map is the 
canonical projection. Similarly let c. be the composition P --+ K EB P � F with the 
first map the canonical injection. Given a diagram of R-module homomorphisms 

I 
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with exact bottom row, consider the diagram 

Since F is projective by Theorem 3.2, there is an R-module homomorphism 
h1 : F � A  such that ght = f"'r. Let h = h11. : P � A. Then gh = gh . ..  = (f7r)1. 
= f(7n} = f1 P = f. Therefore, P is projective. • 

EXAMPLE. If R = Z6, then Za and Z2 are Z6-modules (see Exercise 1 . 1 )  and 
there is a Z6-module isomorphism z6 r..J z2 EB Za. Hence both Z2 and Za are projec
tive Z6-modules that are not free Z6-modules. 

Proposition 3.5. Let R be a ring. A direct sum ofR-modules L: Pi is projective if. 
ial 

and only if each Pi is projective. 

SKETCH OF PROOF. Suppose LPi is projective. Since the proof of (iii) :::::) (i) 
in  Theorem 3.4 uses only the fact that F is projective, it remains valid with � P;, 
L P, and Pi in place of F,K, and P respectively. The converse is proved by similar 
i �j 

techniques using the diagram 

If each Pi is projective, then for eachj there exists h1 : P1 � A such that gh; = f,i By 
Theorem 1 . 1 3  there is a unique homomorphism h :  L Pi � A with hr..; = h; for 
every j. Verify that gh = f. • 

Recall that the dual of a concept defined in a category (that is, a concept defined 
in terms of objects and morphisms), is obtained by ureversing all the arrows. n 

Pushing this idea a bit further one might say that a monomorphism is the dual of an 
epimorphism, since A � B is a monomorphism if and only if 0 --+ A � B is exact and 
B --+ A is an epimorphism if and only if B � A � 0 (arrows reversed !) is exact. This 
leads us to define the dual notion of projectivity as follows. 

Defin ition 3.6. A module J over a ring R is said to be injective if given any diagram 
ofR-module homomorphisms 
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with top row exact (that is, g a monomorphism), there exists an R-1nodule ho1no1nor
phism h : B --+ J such that the diagram 

is commutative (that is, hg = f). 

Remarks analogous to those in the paragraph following Definition 3.1  apply here 
to unitary injective modules over a ring with identity. It is not surprising that the 
duals of many (but not all) of the preceding propositions may be readily proved . For 
example since in a category products are the dual concept of coproducts (direct 
sums), the dua! of Proposition 3.5 is 

Proposition 3.7. A direct product of R-modules II Ji is injective if and only ifJi is 
iel 

injective for every i e I .  

PROOF. Exercise; see Proposition 3.5. • 

Since the concept of a free module cannot be dualized (Exercise 1 3), there are no 
analogues of Theorems 3.2 or 3.4 (iii) for injective modules. However, Corollary 3.3 
can be dualized. It states, in effect, that for every module A there is a projective 
module P and an exact sequence P --+  A --+ 0. The dual of this statement is that for 
every module A there is an injective module J and an exact sequence 0 --+  A � J; in 
other words, every module may be embedded in an injective module. The remainder 
of this section, which is not needed in the sequel , is devoted to proving this fact for 
unitary modules over a ring with identity. Once this has been done the dual of Theo
rem 3.4 (i), (ii), is easily proved (Proposition 3. 1 3). We begin by characterizing in
jective R-modules in terms of left ideals (submodules) of the ring R. 

Lem ma 3.8. Let R be a ring with identity. A unitary R-module J is injective if and 
only if for every left ideal L ofR, any R-module homomorphism L --+  J may be ex
tended to an R -module homomorphism R --+ J. 

SKETCH OF PROOF. To say that f :  L --+  J may be extended to R means 
that there is a homomorphisr1 h : R --+ J such that the diagram 
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0 -.. L c;._R 

��f 
J 

is commutative. Clearly, such an h always exists if J is injective . Conversely, suppose 
J has the stated extension property and suppose we are given a diagram of module 
homomorphisms 

o �A i-B 

�� 
J 

with top row exact. To show that J is injective we must find a homomorphism 
h : B ---+ J with hg = f. Let S be the set of al l  R-module homomorphisms h : C ---+ J, 
where Im g C C C B. S is nonempty since fg-1 : Im g ---+ J is an element of S (g is a 
monomorphism). Partially order S by extension : ht < h2 if and only if Dom h1 C 
Dom h2 and h2 I Dom h1 = h1. Verify that the hypotheses of Zorn's Lemma are satis
fied and conclude that S contains a maximal element h : H ---+ J with hg = f.  We 
shall complete the proof by showing H = B. 

If H ¢ B and b e B - H, then L = t r E R I rb e H} is a left ideal of R. The map 
L ---+ J given by r � h(rb) is a well-defined R-module homomorphism. By hypothesis 
there is an R-module homomorphism k : R ---+ J such that k(r) = h(rb) for all r e L. 
Let c = k(IR) and define a map h : H + Rb ---+ J by a + rb f---. h(a) + rc. We claim 
that Tz is well defined. For if a1 + rtb = a2 + r2b e H + Rb, then at - a2 = (r2 - rt) b 
e H n Rb. Hence r2 - rt E L and h(a1) - h(a2) = h(at - a2) = h((r2 - rt)b) = 
k (r2 - r1) = (r2 - rt)k(IR) = (r2 - rt)c. Therefore, fz(at + rtb) = h(at) + r1c = h(a2) 
+ r2C = h(a2 + r2b) and h is well defined. Verify that fz :  H + Rb ---+ J is an R-module 
homomorphism that is an element of the set S. This contradicts the maximality of h 
since b ¢ H and hence H C H + Rb. Therefore, H = B and J is injective. • 

� 

An abelian group D is said to be divisible if given any y E D and 0 � n E Z, there 
exists x e D such that nx = y. For example, the additive group Q is divisible, but Z 
is not (Exercise 4). It is easy to prove that a direct sum of abelian groups is divisible 
if and only if each summand is divisible and that the homomorphic image of a 
divisible group is divisible (Exercise 7). 

Lem ma 3.9. An abelian group D is divisible if and only ifD is an injective (unitary) 
Z-module. 

PROOF. If D is injective, y e D and 0 ¢ n E Z, let j: (n) ---+ D be the unique 
homomorphism determined by n � y; ((n) is a free Z-module by Theorems I.3.2 
and II. l . l  ) . Since D is injective, there is a homomorphism h : Z ---+ D such that the 
diagram 
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c o � (n) � z  

t\f 
D 

is commutative. If x = h{l), then nx = nh(1 ) = h(n) = f(n) = y. Therefore, D is 
divisible. To prove the converse note that the only left ideals of Z are the cyclic 
groups (n ), n e Z. If  D is divisible and f : (n) � D is a homomorphism, then there 
exists x e D  with nx = f(n). Define h :  Z � D by 1 � x and verify that h is a 
homomorphism that extends f. Therefore, D is injective by Lemma 3.8. • 

REMARK. A complete characterization of divisible abelian groups (injective 
unitary Z-modules) is given in Exercise 1 1 .  

Lemma 3.10. Every abelian group A may be embedded in a divisible abelian group. 

PROOF. By Theorem II. l .4 there is a free Z-module F and an epimorphism 
F � A with kernel K so that F I K rov A. Since F is a direct sum of copies of Z 
{Theorem II. 1 . 1 ) and Z C Q, F may be embedded in a direct sum D of copies of the 
rationals Q {Theorem 1.8. 10). But D is a divisible group by Proposition 3.7, 
Lemma 3.9, and the remarks preceding it. Iff : F � D is the embedding monomor
phism, then /induces an isomorphism F I K rov f(F)/ f(K) by Corollary I .5.8. Thus the 
composition A rov F/K r-v  f(F)/f(K) C D/f(K) is a monomorphism. But D/f(K) is 
divisible since it is the homomorphic image of a divisible group. • 

If R is a ring with identity and J is an abelian group, then H omz(R,J), the set of 
all Z-module homomorphisms R � J, is an abelian group (Exercise 1 .7). Verify that 
Homz{R,J) is a unitary left R-module with the action of R defined by (rf)(x) = f(xr), 
(r,x e R ;  fe Homz{R,J)). 

Lem ma 3.11. If J is a divisible abelian group and R is a ring with identity, then 
Homz(R,J) is an injective left R-module. 

SKETCH OF PROOF. By Lemma 3.8" it suffices to show that for each left 
ideal L of R,  every R-module homomorphism f : L � Homz(R,J) may be extended 
to an R-module homomorphism h : R � Homz(R,J). The map g : L � J given by 
g(a) = [f(a)](1R) is a group homomorphism. Since J is an injective Z-module by 
Lemma '3.9 and we have the diagram 

there is a group homomorphism g : R --+ J such that g I L = g. Define h : R � 
Homz(R,J) by r � h(r), where h(r) : R � J is the map given by [h(r)](x) = g(xr) 
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(x E R). Verify that h is a well-defined function (that is, each h(r) is a group homo
morphism R � J) and that h is a group homomorphism R � Homz(R,J). If 
s,r,x E R, then 

h(sr)(x) = g(x(sr)) = g((xs)r) = h(r)(xs). 

By the definition of the R-module structure of Homz(R,J), h(r)(xs) = [sh(r)](x), 
whence h(sr) = sh(r) and h is an R-module homomorphism. Finally suppose r E L 
and x E R. Then xr E L and 

h(r)(x) = g(xr) = g(xr) = [J(xr)](1n). 

Since fis an R-module homomorphism and Homz(R,J) an R-module, 

[J(xr)](I R) = [xf(r)](1R) = f(r)(1 Rx) = f(r)(x). 

Therefore, h(r) = f(r) for r s L and h is an extension of f. • 

We are now able to prove the duals of Corollary 3 .3 and Theorem 3.4. 

Proposition 3.12. Every unitary module A over a ring R with identity may be em
bedded in an injective R-modu/e. 

SKETCH OF PROOF. Since A is an abelian group, there is a divisible group J 
and a group monomorphism f :  A � 1  by Lemma 3.10. The map J :  Homz(R,A) 
� Homz(R,J) given on g E Homz{R,A) by /(g) = fg E Homz(R,J) is easily seen to 
be an R-module monomorphism. Since every R-module homomorphism is a 
Z-module homomorphism, we have HomR(R,A) C Homz(R,A). In fact, it is 
easy to see that HomR(R,A) is an R-submodule of Homz(R,A). Finally, verify 
that the map A � HomR(R,A) given by a �  fa, where fa(r) = ra, is an R-module 
monomorphism (in fact it is an isomorphism). Composing these maps yields an 
R-module monomorphism 

c 1 A � HomR(R,A) � Homz(R,A) � Homz(R,J). 

Since Homz(R,J) is an injective R-module by Lemma 3. 1 1 ,  we have embedded A in 
an injective. • 

Proposition 3.13. Let R be a ring with identity. The following conditions on a 
unitary R-module J are equivalent. 

(i) J is injective; 
(ii) every short exact sequence 0 � J � B � C � 0 is split exact (hence 

B � J Ef) C); 
(iii) J is a direct summand of any module B of which it is a submodu/e. 

SKETCH OF PROOF. (i) => (ii) Dualize the proof of (i) =:) (ii) of Theorem 3 .4. 

(ii) ::::::::;> (iii) since the sequence 0 � J � B � B/ J -+ 0 is split exact, there is a homo
morphism g : B/1 - B such that ng = 18/J. By Theorem 1 . 1 8  ((i) � (iii)) there is an 
isomorphism J E8 B/ J � B given by (x,y) � x + g(y). It follows easily that B is the 
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internal direct sum of J and g(B/J). (iii) => (i) It follows from Proposition 3 . 1 2  that J 
is a submodule of an injective module Q. Proposition 3.7 and (iii) imply that J is 
injective. • 

E X E R C I S E S 
Note: R is a ring. If R has an identity, all R-modules are assumed to be unitary. 

1 .  The following conditions on a ring R [with identity] are equivalent : 
(a) Every [unitary] R-module is projective. 
(b) Every short exact sequence of [unitary] R-modules is split exact. 
(c) Every [unitary] R-module is injective. 

2.  Let R be a ring with identity. An R-module A is injective if and only if for every 
left ideal L of R and R-module homomorphism g : L � A, there exists a E A such 
that g(r) = ra for every r E L.  

· 

3 .  Every vector space over a division ring D is both a projective and an injective 
D-module. [See Exercise 1 .] 

4. (a) For each prime p, Z{p<Xl) (see Exercise I . l . lO) is a divisible group. 
(b) No nonzero finite abelian group is divisible. 
(c) No nonzero free abelian group is divisible. 
(d) Q is a divisible abelian group. 

5. Q is not a projective Z-module. 

6. If G is an abelian group, then G = D E8 N, with D divisible and N reduced 
(meaning that N has no nontrivial divisible subgroups). [Hint: Let D be the sub
group generated by the set theoretic union of all divisi ble subgroups of G.1 

7. Without using Lemma 3 .9 prove that: 
(a) Every homomorphic image of a divisible abelian group is divisible . 
(b) Every direct summand (Exercise 1.8 .  1 2) of a divisi ble abelian group is 

divisible. 
(c) A direct sum of divisible abelian groups is divisible. 

8. Every torsion-free divisible abelian group D is a direct sum of copies of the ra
tionals Q. [Hint : if 0 � n € Z and a € D, then there exists a unique h c: D such 
that nb = a. Denote b by ( 1 /n)a. For 11 1, n � Z (n � 0), define (n1jn)a = n1( J jn)u. 
Then D is a vector space over Q. Use Theorem 2.4.1 

9 .  (a ) If D is an abelian group with torsion subgroup D" then Dj D, is torsion free . 
(b) If D is divisible, then so is Dt, whence D = Dt EB E, with E torsion free. 

10. Let p be a prime and D a divisible abelian p-group. Then D is a direct sum of 
copies of Z{p<Xl). [Hint: let X be a basis of the vector space D[p] over ZP (see 
Exercise 2.4). If x € X, then there exists x1 ,x2,xa, . . _ € D such that xa = x, 
!x1 l = p, px2 = Xt , pxa = x2, . .  _ , pxn+I = x ... , . . . . If Hx is the subgroup 
generated by the Xi, then Hz "'-' Z(p<Xl) by Exercise 1.3 .7. Show that D "'-' L Hx-1 xeX 

1 1 .  Every divisible abelian group is a direct sum of copies of the rationals Q and 
copies of Z(pcn )  for various primes p. [Hint: apply Exercise 9 to D and Exercises 
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7 and 8 to the torsion-free summand so obtained. The other summand Dt is a 
direct sum of copies of various Z(pCX)) by Exercises 7, 1 0  and II.2.7.] 

1 2. Let G,H,K be divisible abelian groups. 
(a) If G EB G rv H EB  H, then G ,_, H [see Exercise 1 1 ]. 
(b) If G E8 H ::::: G E8 K, then H ""  K [see Exercises 1 1  and II.2. 1 1 .] .  

1 3. If one attempted to dualize the notion of free module over a ring R (and called 
the object so defined "co-free") the definition would read : An R-module F is co
free on a set X if there exists a function ' : F � X  such that for any R-module A 
and function f : A � X, there exists a unique module homomorphism 1 : A � F 
such that ,J = /(see Theorem 2.l(iv)). Show that for any set X with lXI > 2 no 
such R-module F exists. If lXI = 1 ,  then 0 is the only co-free module. [Hint: If 
F exists and lXI > 2, arrive at a contradiction by considering possible images of 
0 and constructing f :  R �x such that ,f"# f for every homomorphism 
J :  R � F.J 

14. If D is a ring with identity such that every unitary D-module is free, then D is a 
division ring. [Hint: it suffices by Exercise III .2.7 and Theorem III.2.1 8 to show 
that D has no nonzero maximal left ideals. Note that every left ideal of D is a 
free D-module and hence a (module) direct summand of D by Theorem 3.2, 
Exercise 1 ,  and Proposition 3 . 13 .] 

4. HOM AND DUALITY 

We first discuss the behavior of HomR(A ,B) with respect to induced maps, exact 
sequences, direct sums, and direct products. The last part of the section, which is 
essentially independent of the first part, deals with duality. 

Recall that if A and B are modules over a ring R, then HomR(A,B) is the set of all 
R-module homomorphisms f : A � B. If R = Z we shall usually write Hom(A,B) in 
place of Homz(A,B). HomR(A,B) is an abelian group under addition and this addi
tion is distributive with respect to composition of functions (see p. 1 74). 

Theorem 4.1. Let A,B,C,D be modules over a ring R and cp :  C � A  andl/; : B � D 
R-module homomorphisms. Then the map () : HomR(A,B) --+ HomR(C,D) given by 
f f-.-+ 1/;fcp is a homomorphism of abelian groups. 

SKETCH OF PROOF. () is well defined since composition of R-module homo
morphisms is an R-module homomorphism. () is a homomorphism since such com
position of homomorphisms is distributive with respect to addition.• 

The map () of Theorem 4.1 is usually denoted Hom(cp,lY) and called the homomor
phism induced by cp and 1/;. Observe that for homomorphisms 'Pt : E � C, cp2 : C � A, 
1/11 : B � D, lY2 : D � F, 

Hom(cpt,lY2) Hom(cp2,1/11) = Hom(cp2'Pt,1/t2lYJ) : HomR(A,B) � HomR(E,F). 

There are two important special cases of the induced homomorphism. If B = D 
and 1/J = 18, then the induced map Hom(cp,ln) : HomR(A,B) � HomR(C,B) is given 
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by f� f(;O and is denoted (;0. Similarly if A = C and (;0 = tA the induced-map 
Hom(lA,¢') : HomR(A,B) � HomR(A ,D) is given by f� 1/;fand is denoted ./;. 

We now examine the behavior of HomR with respect to exact sequences. 

Theorem 4.2. Let R be a ring. 0 � A � B � C is an exact sequence ofR-modules if 
and only if for every R-module D 

0 � HomR(D,A) � Homn(D,B) � Homn(D,C) 
is an exact sequence of abelian groups. 

PROOF. If 0 � A � B � C is exact we must prove: (i) Ker q; = 0 (that is, (;0 is a 
monomorphism); (ii) lm (;0 c Ker �; and (iii) Ker '{; C Im (;0. (i) fe Ker (;0 � (;Of 
= 0 ==) (;Of(x) = 0 for all x e D. Since 0 � A :!..:, B is exact, (;0 is a monomorphism, 
whence f(x) = 0 for all x e D  and f = 0. Therefore; Ker <P = 0. (ii) Since 
lm (;0 = Ker 1/; by exactness, we have l/;(;0 = 0 and hence f;(;O = l/;(;0 = 0. Therefore, 
Im (;0 C Ker �- (iii) g c: Ker {; ==) 1/;g = 0 ==) lm g c Ker 1/; = lm (;0. Since (;0 is a 
monomorphism, (;0 : A � Im (;0 is an isomorphism. If h is the composite D � lm g C 

�� -
Im cp � A, then h e HomR(D,A) and g = (;Oh = q;(h). Therefore, Ker 1/; C lm (;0. 

Conversely, assume that the Hom sequence of induced maps is exact for every D. 
First let D = Ker (;0 and let i :  D � A  be the inclusion map. Since Ker (;0 = 0 

(exactness) and q;(i) = q;i = 0, we must have i = 0, which implies that 0 = D = Ker cp. 
Therefore, 0 � A � B is exact. Next let D = A. Since Ker '{; = lm q; we have 
0 = �q;(lA) = 1/;q;lA = l/;(;0, whence lm q; C Ker 1/;. Finally let D = Ker 1/; and let 
j : D � B be the inclusion map. Since 0 = 1/;j = {;(j) and Ker � = lm q;, we have 
j = q;(f) = (;Of for some f :  D � A. Therefore, for every x e D = Ker 1/;, x = j(x) 
= q;f(x) c: lm (;0 and Ker 1/; C lm (;0. Thus Ker 1/; = lm cp and 0 --+  A � B � C is 
exact. • 

Proposition 4.3. Let R be a ring. A �  B � C � 0 is an exact sequence ofR-mod
ules if and only if for every R-module D 

f 8 
0 -t HomR(C,D) � HomR(B,D) � HomR(A,D) 

is an exact sequence of abelian groups. 

SKETCH OF PROOF. If A � B � C � 0 is exact, we shall show that 
Ker 0 c lm r. If fe Ker 6, then 0 = 6(f) = f6, whence 0 = f(Im 6) = f(Ker t). By 
Theorem 1 .  7 f induces a homomorphism J : B/Ker t --+ D such that j(b + Ker t) 

= f(b). By Theorem 1 .7 again there is an isomorphism (;0 :  B/Ker t rv C such that 
cp(b + Ker t) = t(b). Then the map J (;0-1 : C --+ D is an R-module homomorphism 
such that f(Jcp-1) = f. Hence Ker 0 C Im t. The remainder of this half of the proof 
is analogous to that of Theorem 4.2. 

Conversely if the Hom sequence is exact for every D, let D = C/lm t and let 
1r :  C � D be the canonical projection. Then t(7r) = 1rt = 0 and Ker t = 0 imply 
1r = 0, whence C = Im t and B � C --+ 0 is exact .  Similarly, show that Ker t C lm 6 



4. HOM AND DUALITY 201 

by considering D = B/Im () and the canonical epimorphism B ---+ D. Finally, if -- (J r D = C, then 0 = Ot(1c) = tO, whence Im 0 C Ker t. Therefore, A ---+ B ---+ C ---+ 0 
is exact. • 

One sometimes summarizes the two preceding results by saying that HomR(A,B) 
is left exact. It is not true in general that a short exact sequence 0 ---+ A ---+ B ---+ C ---+ 0 
induces a short exact sequence 0 ---+ HomR(D,A) ---+ HomR(D,B) ---+ HomR(D,C) ---+ 0 
(and similarly in the Q.rst variable; see Exercise 3). However, the next three theorems 
show that this result does hold in several cases. 

Proposition 4.4. The following conditions on modules over a ring R are equivalent. 

(i) 0 ---+ A � B � C ---+ 0 is a split exact sequence ofR-modules; 

(ii) 0 ---+ HomR(D,A) � HomR(D,B) � HomR(D,C) ---+ 0 1s a split exact se
quence of abelian groups for every R-module D; 

(iii) 0 ---+ HomR(C,D) � HomR(B,D) � HomR(A,D) ---+ 0 is a split exact se
tjUence of abelian groups for every R-module D. 

SKETCH OF PROOF. (i) ==:) (iii) By Theorem 1 . 1 8  there is a homomorphism 
a : B ---+ A such that a'P = 1A. Verify that the induced-homomorphism 

a : HomR(A,D) ---+ HomR(B,D) 

is such that <Pa = 1 HomR<A.D) · Consequently, <P is an epimorphism (Introduction, 
Theorem 3.1) and the HomR sequence is split exact by Proposition 4.3 and Theorem 
1 . 1 8. (iii) ==:) (i) If D = A and f :  B ---+ A is such that 1A  = <p( f) = f<P, then <P is a 
monomorphism (Introduction, Theorem 3 . 1 )  and 0 ---+ A � B � C ---+ 0 is split 
exact by Proposition 4.3 and Theorem 1 . 1 8. The other implications are proved 
similarly. • 

Theorem 4.5. The following conditions on a module P over a ring R are equivalent 

(i) P is projective; 
(ii) ift/.t : B ---+ C is any R-module epimorphism then � : HomR(P,B) ---+ HomR(P,C) 

is an epimorphism of abelian groups; 
(iii) if 0 ---+ A :!� B � C ---+ 0 is any short exact sequence of R-modules, then 

0 ---+ HomR(P,A) � HomR(P,B) � HomR(P,C) ---+ 0 is an exact sequence of abelian 
groups. 

SKETCH OF PROOF. (i) <==> (ii) The map -j; :  HomR(P,B) ---+ HomR(P,C) 
(given by g � l/;g) is an epimorphism if and only if for every R-module homomor
phism f :  P ---+ C, there is an R-module homomorphismg : P � B such that the 
diagram 
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is commutative (that is, f = 1/;g = �)). (ii) =} (iii) Theorem 4.2. (iii) =:} (ii) Given 
an epimorphism 1/; : B � C let A = Ker 1/; and apply (iii) to the short exact sequence 

c: "' o � A  � B --+ C � O. • 

Pro position 4.6. The following conditions on a module J over a ring R are equivalent. 

(i) J is injective; 
_ 

(ii) ifO :A � B is any R.-module monomorphism, then O :HomR(B,J) � HomR(A,J) 
is an epimorphism of abelian groups; 

(iii) if 0 � A � B -S C � 0 is any short exact sequence of R-modules, then 

0 � HomR(C,J) � HomR(B,J) � HomR(A,J) � 0 is an exact sequence of abelian 
groups. 

PROOF. The proof is dual to that of Theorem 4.5 and is left as an exercise. • 

Theorem 4. 7. Let A,B, l Ai I i E I }  and { Bj I j E J }  be modules over a ring R .  Then 
there are isomorphisms of abelian groups: 

(i) HomR('£ AhB) "' II HomR(Ai,B) ; 
iel iel 

(ii) HomR(A, II Bj) � II HomR(A,Bj). 
jeJ jeJ 

REMARKS. If I and J are finite, then L Ai = II Ai and L B1 = II Bi. If I 
iel iel jeJ jeJ 

and J are infinite, however, the theorem may be false if  the direct product II is re
placed by the direct sum L (see Exercise 1 0). 

SKETCH OF PROOF OF 4.7. (i) For each i e I let Li : Ai � L Ai be the 
iel 

canonical injection (Theorem 1 . 1 1 ). Given { gd e II HomR(Ai,B), there is a unique 
iel 

R-module homomorphism g : L Ai --+ B such that gLi = gi for every i E I (Theorem 
i£1 

1 . 1 1). Verify that the map t/1 : II  HomR(Ai,B) --+ HomR(LAi,B) given by { gi } t--t g 
is a homomorphism. Show that the map q; :  HomR(LAi,B) --+ II HomR(Ai,B), 
given by f }-+ l fLi l , is a homomorphism such that q;l/; and 1/;q; are the respective iden
tity maps. Thus cp is an isomorphism. (ii) is proved similarly with Theorem 1 . 1 2  
in  place of Theorem 1 . 13 .  • 

In order to deal with duality and other concepts we need to consider possible 
module structures on the abelian group Homn(A ,B). We begin with some remarks 
about bimodules. Let R and S be rings. An abelian group A is an R-S bimodule 
provided that A is both a left R-module and a right S-module and 

r(as) = (ra)s for all a E A, r E R, s e S. 

We sometimes write RAs to indicate the fact that A is an R-S bimodule. Similarly 
RB indicates a left R-module B and Cs a right S-module C. 



4. HOM AND DU ALITY 203 

EXAMPLES. Every ring R has associative multiplication and hence is an R-R 
bimodule. Every left module A over a commutative ring R is an R-R bimodule 
with ra = ar (a e A, r e R). 

Theorem 4.8. Let R and S be rings and let RA, RBs, RCs, RD be (bi)modules as in
dicated. 

(i) HomR(A,B) is a right S-module, with the action ofS gicen by (fs)(a) = (f(a))s 
(s e S ;  a e A;  f e HomR(A,B)). 

· 

(ii) If 'fJ : A ___. A' is a homomorphism of left R-n1odu/es, then the induced map 
<P : HomR(A' ,B) � HomR(A,B) is a homomorphism of right S-modules. 

(iii) HomR(C ,D) is a left S-module, with the action of S given by (sg)(c) = g(cs) 
(s e S ;  c e C; g c: Hon1R(C,D)). 

(iv) lfl/1 : D � D' is a homomorphism of/eft R-modules, then � : HomR(C,D) ___. 
HomR(C,D') is a homomorphisn1 of/eft S-modu/es. 

SKETCH OF PROOF. (i) The verification that fs is a well-defined module 
homomorphism and that HomR(A,B) is actually a right S-module is tedious but 
straight-forward; similarly for (iii). (ii) q; is an abelian group homomorphism by 
Theorem 4. 1 .  If f e HomR(A',B), a e A and s e S, then 

q;(fs)(a) = (( fs)'fJ)(a) = ( fs)('fJ(a)) = ( f(cp(a)))s = (fq;(a))s = ((¢/)(a))s. 

Hence cp(fs) = ('Pf)s and q; is a right S-module homomorphism. (iv) is proved an
alogously. • 

REMARK. An important special case of Theorem 4.8 occurs when R is 
commutative and hence every R-module C is an R-R bimodule with rc = cr 
(r e R, c e C). In this case for every r e R, a e A, and fe HomR(A,B) we have 

(rf)(a) = f(ar) = f(ra) = r f(a) = ( f(a))r = ( fr)(a). 

It follows that HomR(A,B) is an R-R bimodule with rf = fr for all r e R, 
fe HomR(A,B). 

Theorem 4.9. If A is a unitary left module over a ring R with identity then there is 
an isomorphism of left R-modules A 1"'../ HomR(R,A). 

SKETCH OF PROOF. Since R is an R-R bimodule, the left module structure 
of HomR(R,A) is given by Theorem 4.8(iii). Verify that the map q; : HomR(R,A) 
� A  given by f� f(IR) is an R-module homomorphism. Define a map -./; : A ___. 
HomR(R,A) by a {-4 fu, where fu(r) = ra. Verify that 1/; is a well-defined R-module 
homomorphism such that q;l/; = 1 A and -.j;q; = I HomR (R .A) · • 

Let A be a left module over a ring R. Since R is an R-R bimodule, HomR(A,R) 
is a right R-module by Theorem 4.8(i). HomR(A,R) is called the dual module of A 
and is denoted A *. The elements of A* are sometimes called linear functionals. 
Similarly if B is a right R-module, then the dual B* of B is the left R-module 
HomR(B,R) (Exercise 4(a)). 
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Theorem 4.10. Let A,B and C be left modules over a ring R. 

(i) If <P : A  ---4 C is a hon101norphism of left R-modules, then the induced1nap 
({) :  C* = HomR(C,R) � HomR(A,R) = A* is a hon1omorphism ofriglu R-modules. 

(ii) There is an R-module iso1norphisn1 (A E8 C)* '""' A* EB C*. 
(iii) /fR is a division ring and 0 � A � B -S C � 0 is a short exact sequence of 

left vector SFaces, then 0 � C* £ B*  � A * ----) 0 is a short exact sequence of right 
vee tor spaces. 

PROOF. Exercise ; see Theorems 2.4, 3.2, 4. 1 ,  4.5, and 4.7. The map (() Of(i) is 
called the dual map of <IJ. • 

If A is a left module over a ring R, a E A, and fc: A*  = HomR(A ,R), then one fre
quently denotes f(a) E R by (a, f) . Since f is a left R-module homomorphism, 

(r1a1 + r2a2,[) = r1(a1 ,f) + r2(a2,/) (ri e R, fc: A *, ai E A). (1) 
Similarly since A *  is a right R-module with ( fr)(a) = f(a)r, we have 

(ri e R, fi E  A *, a € A). (2) 

In the proofs below we shall use the brackets notation for linear functionals as 
well as the Kronecker delta notation : for any index set I and ring R with identity the 
symbol !Jii (i,j E /) denotes 0 E R if i � j and 1 n e R if i = j. 

Theorem 4.11. Let F be a free left module ocer a ring R with identity. Let X be a 
basis ofF and for each x e X let fx : F � R be given by fx(Y) = !Jxy (y e X). Then 

(i) { fx I x e X l is a linearly independent subset ofF* .of cardinality lX I ; 
(ii) ifX is finite, then F* is a free right R-n1odule with basis { fx I x e X } . 

REMARKS. The homomorphisms fx are well defined since F is free with basis X 
(Theorem 2 . 1 ). In part (ii), { fx I x e X }  is called the dual basis to X. This theorem is 
clearly true for any vector space V over a division ring by Theorem 2.4. In particular, 
if V is finite dimensional, then Proposition 2.9 and Theorem 4.1 1 imply that dim V 
= dim V* and V rov V*. However, if V is infinite dimensional then dim V* > dim V 
(Exercise 1 2). More generalJy, if F is a free module over an arbitrary ring (for ex
ample, Z), F* need not be free (see Exercise 1 0). 

PROOF OF 4.11.  (i) If fx1 r1 + fx2r2 + · · · + /z,1rn = 0 (ri e R; Xi E X), then for 
each j = 0, 1 ,2, . . .  , n, 

Since ri = 0 for all j, { fx I x E XJ is linearly independent. If x � y E X, then fx(x) 
= 1 R � 0 = jy(x), whence fx � jy. Therefore, lXI = I { fx I x E X} 1 .  

(ii) If X is finite, say X = { Xt, • . .  , x'll } ,  and f e F*, let si = f(xi) = (xi,/) E R 
and denote /x1 by fi. If u e F, then u = r1x1 + r2x2 + · · · + rr,Xn � F for some r, E R and 
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<u, f /;s;) = (t r;x;, � /;s;) J = l  t = l  1 
= L L ri(xi,f,)s; = L L TiOiiSi = L risi 

i j i j i 
= � ri(Xi,J) = (,E r1xz,j) = (u,f) . 

t t 
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Therefore, f = j.s1 + h.s2 + · · · + fnsn and { fi }  = { fx I x e X} generates F*. Hence 
{ fx I x e X} is a basis and F* is free. • 

The process of forming duals may be repeated. If A is a left R-module, then A*  is 
a right R-module and A** = (A *)* = HomR(HomR(A,R),R) (where the left hand 
HomR indicates all right R-module homomorphisms) is a left R-module (see Exercise 
4(a)). A ** is called the double dual of A. 

Theorem 4.12. Ler A be a left module over a ring R. 

(i) There is an R-module homomorphism () : A ---+ A**. 
(ii) /fR has an identity and A is free, then () is a monomorphism. 

(iii) lfR has an identity and A is free with a finite basis, then () is an isomorphism. 

A module A such that () : A �  A** is an isomorphism is said to be reflexive. 

PROOF OF 4.12. (i) For each a e A let 8(a) : A* ---+ R be the map defined by 
[8(a)](/) = (a,/) e R. Statement (2) after Theorem 4.10 shows that O(a) is a homo
morphism of right R-modules (that is, 8(a) e A **). The map () : A �  A** given by 
a J--+ 8(a) is a left R-module homomorphism by (1) after Theorem 4. 10. 

(ii) Let X be a basis of A. If a e A, then a = r1x1 + r2x2 + · · · + rnXn (ri e R; Xi eX). 
If 8(a) = 0, then for all f e A *, 

0 = (a,/) = (t r,x,,f) = � ri(xi,f). 
t -=  I t 

In particular, for f = fxi (j = 1 ,2, . . . , n), 

0 = L ri(xi,/x;) = L rioi; = ri. 
i i 

Therefore, a = L rixi = L Oxi = 0 and () is a monomorphism. 
i i 

(iii) If X is a finite basis of A, then A* is free on the (finite) dual basis { fx I x e X} 
by Theorem 4.1 J .  Similarly A** is free on the (finite) dual basis l gx I x e X} , where for 
each x e X, gx : A*  ---+ R is the homomorphism that is uniquely determined by the 
condition : Kx(/,;) = 5x11 (y e X). But ()(x) e A** is a homomorphism A* ---+ R such that 
for every y e X  

8(x)(}'y) = (x,/,;) = Ox11 = Kx(jy). 

Hence Kx = 8(x) and f ()(x) I x e Xl is a basis of A**. This implies that Im () = A**, 
whence () is an epimorphism. • 
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EX E R C I S E S 
Note: R is a ring. 

1 .  (a) For any abelian group A and positive integer n1, Hom(Zm,A) 1"../ A[m] 
= { a  e A I ma = 0 }  . 
(b) Hom(Zm,Z?l) 1"../ Z(m ,?l) ·  
(c) The Z-module Zm has Zm * = 0. 
(d) For each k > 1 ,  Zm is aZmk-module (Exercise 1 . 1) ;  as aZmk-module,Zm * 1"../ Zm-

2. If A,B are abelian groups and m,n integers such that mA = 0 = nB, then every 
element of Hom(A,B) has order dividing (m,n) . 

3 .  Let 1r : Z � Z2 be the canonical epimorphism. The induced map 1r : Hom(Z2,Z) 
� Hom(Z2,Z2) is the zero map. Since Hom(Z2,Z2) � 0 (Exercise 1(b)}, 1r is not an 
epimorphism. 

4. Let R,S be rings and AR, sBR, sCR, DR (bi)modules as indicated. Let HomR de
note all right R-module homomorphisms. 

(a) HomR(A ,B) is a left S-module, with the action of S given by (sf)( a) = 

s( f(a}) . 
(b) If <P : A �  A' is an homomorphism of right R-modules, then the induced 

map cp :  HomR(A',B) � Hom!l(A ,B) is an homomorphism at left S-modules. 
(c) HomR(C,D) is a right S-module, with the action of S given by 

(gs)(c) = g(sc). 
(d) If 1/; : D � D' is an homomorphism of right R-modules, then 

1/1 :  HomR (C,D) � HomR(C,D') is an homomorphism of right S-modules. 

5 .  Let R be a ring with identity; then there is a ring isomorphism HomR(R,R) 1"../ Rop 
where HomR denotes left R-module homomorphisms (see Exercises III. 1 . 1 7  and 
1 .  7). In particular, if R is commutative, then there is a ring isomorphism 
HomR(R,R) 1"../ R. 

6. Let S be a nonempty subset of a vector space V over a division ring. The annihila-
tor of S is the subset S0 of V* given by SO = { fe V* I (s,f) = 0 for all s e S} . 

(a) 0° = V* ; V0 = 0; S � { 0 }  ==} S0 � V*. 
(b) If W is a subspace of V, then W0 is a subspace of V*. 
(c) If W is a subspace of V and dim V is finite, then dim W0 = dim V - dim W. 
(d) Let W,V be as in (c). There is an isomorphism W*_ 1"../ V* I W0• 
(e) Let W,V be as in (c) and identify V with V** under the isomorphism () of 

Theorem 4. 12 .  Then ( W0}0 = W c V**.  

7. If V is a vector space over a division ring and f e V*, let W = { a  e V I (a,f) = 0 J ,  
then W is a subspace of V. If dim V is finite, what is dim W? 

8. If R has an identity and we denote the left R-module R by RR and the right 
R-module R by RR, then (RR)* 1"../ RR and (RR) * 1"../ RR. 

9. For any homomorphism f :  A � B  of left R-modules the diagram 
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is commutative, where fJ.rt ,6u arc as i n  Theorem 4. 1 2  a nd /* i s  the map i nduced on 
A ** = Homu(HomR(A ,R),R) by the map J :  HomR(B,R) ---+ HomH(A ,R). 

1 0. Let F = L Zx be a free Z-module with an infinite basis X. Then lfx I x e XJ 
IEX 

(Theorem 4. 1 I )  does not form a basis of F* . [Hint :  by Theorems 4.7 and 4.9, 
F* ,......_ IT Zx ; but under this isomorphisn1 /11 l--7 t Ox11X l e JI Zx-.] 

uX x� 
Nnte : F* = Jizx is not a free Z-module ; see L. Fuchs [ 1 3 ;  p.  1 68] . 

l l .  If  R has an identity and P is a finitely generated projective unitary left R-module, 
then 

(a) P* is a finitely generated projective right  R-module. 
(b) P is reflexive. 

This proposition may be false if the words Hfinitely generated" are omitted; see 
Exercise I 0. 

I 2 .  Let F be a field, X an infinite set , and V the free left F-module (vector space) on 
the set X. Let Fx be the set of a l l  functions.  f : X ---+ F. 

(a) Fx is a (right) vector space over F (with ( f + g)(x) = f(x) + g(x) and 

(fr)(x) = rf(x)). 
(b) There is a vector-space isomorphism V* r...J Fx. 
(c) dimr Fx = IFI I X I  (see I ntroduction, Exercise 8. 1 0) .  
(d) dimF V* > dimF V [Hint: by Introduction, Exercise 8 . 10  and Introduc

tion, Theorem 8.5 dimF V4< = dimF Fx 
= IFI 1X I  > 2 1X I  = IP(XJI > lXI = dimF V.] 

5. TENSOR PRODUCTS 

The tensor product A ®u B of modules Ail and RB over a ring R i s  a certain 
abelian group, which plays an important role in  the study of multilinear algebra. It i s  
frequently useful to view the tensor product A ®u B as a universal object in  a certain 
category (Theorem 5 .2). On the other hand, it is also convenient to think of A ®n B 
a s  a sort of dual notion to Homu(A,B). We shal l  do th is and consider such topics as 
induced maps and module structures for A Q;)n B as wel l  as the behavior of tensor 
products with respect to exact sequences and direct sums. 

If Au and uB are modules over a ring R, and C is an (additive) abelian group, then 
a middle linear map from A X B to C is a function f : A X B ---+ C such that for al l  
a,al e A, b.bi c: B, and r e R :  

f(a. + a2,b) = f(at,b) + j(a2,b) ; 

f(a,/JI + b._,_) = f(a,bt) + j(a,b2) ; 

f(ar,b) = f(a,rb) . 

(3) 
(4) 
(5) 

For fixed AR,uB consider the category $(A,B) whose objects are all middle l inear 
maps on A X B. By definition a morphism in gr[(A,B) from the middle linear map 
f : A X B � C to the middle l inear map g : A X B ---+ D is a group homomorphism 
h : C ---+ D such that the diagram 
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is commutative . Verify that �(A,B) is a category, that l c  is the identity morphism 
from f to [, a nd that h is an equivalence i n  mi(A ,B) if and only i f  h is an isomorphism 
of groups. In Theorem 5.2 we shall construct a universal object i n  the category 
�(A,B) (see Definition 1.7.9). Fir�t, however, we need 

Defin ition 5.1. Let A be a right module and B a left n1odule ocer a ring R. Let F be 
the free abelian group on the set A X B. Let K be the subgroup ofF generated by all 
elements of the following forms (for all a,a' E A ;  b,b' E B ;  r E R) : 

(i) (a + a',b) - (a,b) - (a',b) ; 
(ii) (a,b + b') - (a,b) - (a,b') ;  

(iii) (ar,b) - (a,rb). 

The quotient group F /K is called the tensor product of A and B;  it is denoted A @R B 
(or simply A (8) B ifR = Z). The coset (a,b) + K ofthe el�ment (a,b) in F is denoted 
a (8) b ;  the coset of(O,O) is denoted 0. 

Since F is  generated by the set A X B, the quotient group F/ K = A @R B is  
generated by al l  elements (cosets) of the form a (8) b (a E A, b E  B). But it is not true 
that every element of A @R B is of the form a @ b (Exercise 4). For the typical ele-

r 

ment of F is a sum L ni(ai,bi) (ni E Z, ai E A, bi E B) and hence its coset in  A @R B 
i = l  

r 

= F/ K is of the form L niCai (8) b1) . Furthermore, since it  is possible to choose 
i = l 

different representatives for a coset, one may have a ® b = a' @ b' in A @R B, but 
a � a' and b � b' (Exercise 4). It is a lso possible to have A @R B = 0 even though 
A � 0 and B � 0 (Exercise 3). 

Definition 5 . 1  implies that the generators a (8) b of A @n B satisfy the follow
ing relations (for a l l  a,ai E A ,  h,hi E B, and r E R) : 

(a1 + a2) (8) b = a1 (8) b + a2 (8) b; 

a (8) ( b1 + b2) = a (8) b1 + a (8) b2 ; 

ar (8) b = a (8) rb. 

(6) 
(7) 
(8) 

The proof of these facts is straightforward; for example, since (at + a2.,h) - (a�,b) -
(a2,b) E K, the uzero coset,'" we have 

[(at + a2,b) + K] - ((a1,h) + K] - ((a2,b) + K] = K; 

or in the notation (a,b) + K = a (8) b, 

(a1 + a2) (8) b - a1 (8) b - a2 (8) b = 0. 

Indeed an alternate definition of A @R B is that it is the abelian group with genera
tors al l  symbols a (8) b (a E A ,  h E  B), subject to the relations (6)-(8) above. Further
more, since 0 is the only element of a group satisfying x + x = x, it is easy to see 
that for a l l  a E A, b E B:  

a @ 0 = 0 @ b = 0 @ 0 = 0. 
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Given modules AR and J3 over a ring R, it is easy to verify that the map 
i : A X B -4 A @R B given by (a,b) � a @ b is a middle linear map . The map i is 
called the canonical middle linear map. Its importance is seen in 

Theorem 5.2. Let AR and RB be modules over a ring R, and let C be an abelian group. 
lfg : A X B � C is a middle linear n1ap, then there exists a unique group homomor
phisn1 g : A @R B -4 C such that gi = g, where i : A X B --} A  @R B is the canonical 
middle linear map. A @R B is uniquely detern1ined up to isomorphism by this property. 
In other words i : A X B -4 A @R B is universal in the category mt(A,B) of all middle 
linear maps on A X B. 

SKETCH OF PROOF. Let F be the free abelian group on the set A X B, and 
let K be the subgroup described in Definition 5 . 1 .  Since F is free, the assignment 
(a,b) I-+ g(a,b) E C deterntines a unique homomorphism gl : F � C by Theorem 2 . 1  
(iv). Use the fact that g is middle l inear to show that g1 maps every generator of K to 
0. Hence K C Ker g1. By Theorem 1 .  7 g1 induces a homomorphism g : F I K � C 
such that g[(a,h) + K] = gJ [(a,b)] = g(a,b). But F/K = A @R B and (a,b) + K 
= a @  b. Therefore, g : A  @R B -4 C is a homomorphism such that gi(a,b) 
= g(a ® b) = g(a,b) for all  (a,b) E A X B; that is, gi = g. If h : A  @R B -4 C is any 
homomorphism with hi = g, then for any generator a @  b of A @R B, 

h(a @ b) = hi(a,b) = g(a,b) = gi(a,b) = g(a @ b). 

Since h and g are homomorphisms that agree on the generators of A @n B, we must 
have h = g, whence g is unique.  This proves that i : A X B -4 A @R B is a universal 
object in  the category of all middle l inear maps on A X B, whence A @R B is 
uniquely determined up to isomorphism (equivalence) by Theorem 1.7. 10. • 

Corollary 5.3. If AR, AR', nB and RB' are modules over a ring R and f :  A �  A', 
g : B __, B' are R-module homon1orphisms, then there is a unique group homomorphism 
A @R B -4 A' @R B' such that a @ b � f(a) @  g(b) for all a E A, b E  B. 

SKETCH OF PROOF. Verify that the assignment (a,b) � f(a) @ g(b) defines 
a middle linear map h : A  X B � C = A' @R B' . By Theorem 5.2 there is a unique 
homomorphism h :  A @R B -4 A' @R B' such that h(a @ b) = fd(a,b) = h(a,b) 
= f(a) @ g(b) for aJI a E A ,  b E  B. • 

The unique homomorphism of Corollary 5.3 is denoted f&J g :  A &JR B -4 

A' @R B'. Iff' : Au' � All" and g' : RB' ---+ RB" are also R-module homomorphisms, 
then it is easy to verify that 

( f' @ g')( J@ g) = (f'f® g'g) : A @R B ---+ A" @R B". 
It  follows readily that if fand g are R-module isomorphisms, then f@ g is a group 
isomorphism with inverse f- 1 @ g-1 • 

Proposition 5.4. If A !.... B � C ---+ 0 is an exact sequence of/eft modules over a ring 
R and D is a right R-module, then 
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D @R A 
tn®f 

D ®n B 
Io®g 

D ®n C --? 0 

is an exact sequence of abelian groups. An analogous state1nent holds for an exact se
quence in the first variable. 

PROOF. Wt:. must prove: (i) lm O n ® g) = D ®n C; (ii) lm (1 n ® f) C 
Ker ( ln @ g) ; and (iii) Ker ( l v  ® g) C Im ( ln  ® f). 

(i) Since g is an epimorphism by hypothesis every generator d ® c of D ®R C is 
of the forrn d@ g(h) = ( ln  ® g)(d@ b) for some b E  B. Thus Im ( l n ® g) contains 
all generators of D ®n C, whence lm (1 n ® g) = D ®n C. (ii) Since Ker g = Im f 
we have gf = O and ( 1n @ g)(1 n @ f) = 1n @ gf= 1 n @ 0 = 0, whence 
lm O n @ /) C Ker ( 1 n @ g) . (iii) Let 1r : D @R B -7 (D @R B),IIm ( 1 v @ f) 
be the canonical epimorphism. By (ii) and Theorem 1 .  7 there is a homomorphism 
a : (D ®R B)/1m ( In ® f) � D ®R C such that a(rr(d ® b)) = (1 n ® g)(d@ b) 
= d ® g(b). We shall show that a is an isomorphism. This fact and Theorem 1 .7 will 
imply Ker ( 1 n  ® g) = Im ( I n ® f) and th us complete the proof. 

We show first that the map {3 : D X C --7 (D 0u B)/Im (ln ® f) given by (d,c) I-> 
1r(d ® b), where g(b) = c, is independent of the choice of b. Note that there is �t 
least one such b since g is  an epimorphism. If g(h') = c, then g(b - h') = 0 and 
b - b' E Ker g = Im J: whence b - h' = f(a) for some a € A. Since d@ f(a) E 
Im ( I n @ f) and rr(d @ f(a)) = 0, we have 

1r(d@ b) = rr(d @ b' + f(a)) = rr(d @ b' + d @ f(a)) 

= 1r(d @ h') + 1r(d @ f{a)) = rr(d@ b'). 

Therefore {3 is well defined. Verify that {3 is  middle linear. Then by Theorem 5.2 there 
i s  a unique homomorphism {3 : D ®R C � (D ®ll B)/lm (In ® f) such that 
{3(d @ c) = {3i(d,c) = (3(d,c) = rr(d @ h), where g(b) = c. Therefore, for any gener
a�r d@ c of D @R C, a{3(d @ c) = a(1r(d @ b)) = d@ g(b) = d@ c, whence 
a{3 is the identity map. Similarly (3a is the identity so that a is an isomorphism. • 

REMARKS. If h : AR --7 AR' and k : RB � RB' are module epimorphisms, then 
Proposition 5.4 implies that 1 A  ® k and h ® 1 B  ar€ group epimorphisms. Hence 
h ® k : A  ®R B ---+ A '  ®R B' is an epimorphism since h @  k = ( 1A '  ® k)(h ® 18) . 
However, if h and k are monomorphisms, h ® 1 u and l .t ® k need not be monomor
phisms (Exercise 7). 

Theorem 5.5.  Let R and S be rings and sAn, nB, Cn, RDs (bi)modules as indicated. 

(i) A ®n B is a left S-module surh that s(a ® b) = sa ® b for all s E S, a E A, 
b E  B. 

(ii) If f :  A ----* A' is a hon1omorphism of S-R bilnodules and g : B --7 B' is an 
R-1nodu/e luunomorphism, then the induced map f ® g : A ®n B ----* A' ®n B' is a 
homotnorphism of left S-modules. 

(iii) C @n D is a right S-n1odule such that (c @ d)s = c @ ds for all c E C, 
d E  D, s E S .  

(iv) lf h : C � C' is an R-module hon10n1orphism and k :  D � D' a homon1or
phism oj· R-S binzodules, then the induced n1ap h (8) k : C @R D � C' @n D' is a 
hnn1omorphisn1 ofright S-modules. 
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SKETCH OF PROOF. (i) For each s € S the map A X B � A @R B given by 
(a, b) J---1. sa @ b is R-middle linear, and therefore induces a unique group homomor
phism a� : A @R B � A @R B such that as{a (8) b) = sa (8) b. For . each element 

n n 

u = L ai (8) bi € A @R B define su to be the element a,(u) = L: a,(ai (8) bi) 
i = l  i = l 

n 

= L: sai (8) bi. Since a� is a homomorphism, this action of S is well defined (that is, 
i= 1 

inaependent of how u is written as a sum of generators). It is now easy to verify that 
A @R B is a left S-mod ule. • 

REMARK. An important special case of Theorem 5.5 occurs when R is a com
mutative ring and hence every R-module A is an R-R bimodule with ra = ar 
(r e R,a c: A). In this case A @R B is also an R-R bimodule with 

r(a (8) b) = ra (8) b = ar (8) b = a (8) rb = a (8) br = (a (8) b)r 

for all r € R, a € A,  b c: B. 

I f  R is a commutative ring, then the tensor product of R-modules may be char
acterized by a useful variation of Theorem 5.2. Let A ,B,C be modules over a com
mutative ring R.  A bilinear map from A X B to C is a function f : A X B --) C such 
that for all a,ai c: A, b,bi € B, and r c: R:  

f(at + at.,b) = f(at,b) + j(a2,b) ; 

f(a,bt + b2) = f(a,bt) + j(a,b2); 

f(ra,b) = rf(a,b) = f(a,rb). 

(9) 

(10) 

(11) 

Conditions (9) and ( lO) are simply a restatement of (3) and (4) above. For modules 
over a commutative ring ( 1 1 )  clearly implies condition (5) above, whence every bi
linear map is middle linear. 

EXAMPLE. If A *  is the dual of a module A over a commutative ring R, then the 
map A X A*  � R given by (a,f) 1---+ f(a) = (a,/) is bilinear (see p. 204). 

EXAMPLE. I f  A and B are modules over a commutative ring R, then so is 
A @R B and the canonical middle linear map i : A X B � A @R B is easily seen to 
be bilinear. In this context i is called the canonical bilinear map. 

Theorem 5.6 .  If A,B,C are 1nodules ocer a conunutatice ring R and g : A X B -7 C 
is a bilinear map, then there is a unique R-module homomorphism g : A @R B � C 
such that gi = g, where i : A X B � A @R B is the canonical bilinear map. The 
1nodule A @n B is uniqtte(v determined up to isomorphisn1 by this properry. 

SKETCH OF PROOF. Verify that the unique homomorphism of abelian 
groups g : A @R B � C given by Theorem 5.2 is actually an R-module homomor
phism. To prove the last statement let CB(A,B) be the category of all bilinear maps on 
A X B (defined by replacing the groups C,D and group homomorphism h :  C --)  D 
by modules and module homomorphisms in the definition of mi(A,B) on p. 207). 
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Then first part of the Theorem shows that i : A X B � A @R B is a universal object 
in ffi(A,B), whence A @R B is uniquely determined up to isomorphism by Theo
rem 1 .7 . 10. • 

Theorem 5.6 may also be used to provide an alternate definition of A @R B when 
R is a commutative ring with identity. Let F1 be the free R-modu/e on the set A X B 
and K1 the submodule generated by all elements of the forms : 

(a + a',b) - (a,b) - (a',b) ; 
(a,b + b') - (a,b) - (a,b'); 
(ra,b) -- r(a,b) ; 
(a,rb) - r(a,b) ; 

where a,a' e A;  b,b' e B; and r e R;  (compare Definition 5.1). We claim that there is 
an R-module isomorphism A @n B "-' F./ K1. The obvious analogue of the proof of 
Theorem 5.2 shows that the map A X B � F./ K1 given by {a,b) � ln(a,b) + K. is a 
universal object in the category ffi(A,B) of bilinear maps on A X B. Consequently, 
A @R B "'"' F1/ K1 by Theorem 5.6. 

We return now to modules over arbitrary rings. 

Theorem 5.7. lf R is a ring with identity and AR, RB are unitary R-modules, then 
there are R-module isomorphisms 

A @R R '"'-� A and R @R B "'"' B. 

SKETCH OF PROOF. Since R is an R-R bimodule R @n B is a left R
module by Theorem 5.5. The assignment (r,b) � rb defines a middle linear map 
R X B � B. By Theorem 5.2 there is a group homomorphism a : R @R B � B 
such that a(r @ b) = rb. Verify that a is in fact a homomorphism of left R-modules. 
Then verify that the map {3 : B � R @n B given by b J--; 1R @ b is an R-module 
homomorphism such that a/3 = ln  and {3a = l n®RR· Hence a : R @n B "'"'  B. The 
isomorphism A @R R "'"' A is constructed similarly. • 

I f  R and s' are rings and An, RBs, 8C are (bi)modules, then A @R B is a right 
S-module and B @s C is a left R-module by Theorem 5.�. Consequently, both 
(A @n B) @ sC and A @n (B C8) sC) are well-defined abelian groups. 

Theorem 5.8. lfR and S are rings and AR, RBs, 8C are (bi)modules, then there is an 
isomorphism 

(A @n B) @s C '"'-� A  @R (B @s C). 

PROOF. By definition every element v of (A ®n B) @s C is a finite sum 
n mi 

L u� @ c� (ui e A @n B, Ci e C). Since each Ui e A @R B is a finite sum L aii <8) bii 
i = l  j = l  

(aii e A, bii e B), we have 

v = L Ui @ Ci = L (L aii ® bii) @ Ci = L L ((ai1 ® bi1) @ Ci] .  
i i j i j 
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Therefore, (A ®R B) ®s C is generated by all elements of the form (a Q9 b) ® c 
(a E A, b E  B, c e C). Similarly, A @R (B ®s C) is generated by all a Q9 (b Q9 c) with 

a e A, b e  8, c e C. Verify that the assignment (t a, ® b,,c) I-> !;1 [a, ® (b, ® c)] 

defines an S-middle linear map (A Q9R B) X C � A ®R (B ®s C). Therefore, by 
Theorem 5.2 there is a homomorphism 

a : (A Q9R B) @s C � A  Q$)n (B Q$)s C) 
with _a[(a Q9 b) Q9 c] = a Q9 (b ® c) for all a e A, b e B, c e C. Similarly there is an 
R-middle linear map A X (B ®s C) --+ (A Q9R B) Q9s C that induces a homo
morphism 

{j : A Q9R (B Q$)s C) � (A Q9R B) Q$)s C 

such that {3[a Q9 (b Q9 c)] = (a ® b) Q9 c for aU a e A,  b E  B,c e C. For every genera
tor (a ® b) ® c of (A Q9R B) 0s C, {3a[(a ® b) Q9 c] = (a Q9 b) Q9 c, whence {3a is 
the identity map on (A Q9R B) ®s C. A similar argument shows that {3a is the identity 
on A @R (B ®s C). Therefore, a and {3 are isomorphisms. • 

In the future we shall identify (A @R B) ®s C and A Q9R (B ®s C) under the 
isomorphism of Theorem 5.8 and simply write A Q9R B 0s C. It is now possible to 
define recursively the n-fold tensor product : 

. 
where R�, . . . , Rn are rings and AR11,R1AR22, • • •  , RnAn+l are (bi)modules. Such iter-
ated tensor products may also be characterized in terms of universal n-linear maps 
(Exercise I 0). 

Theorem 5.9. Let R be a ring, A and { Ai I i E I } right R-modules, B and { Bj I j E J }  
left R-1nodules. Then there are group isomorphisms. 

<L Ai) @R B r-v L (Ai @R B); 
�I �I 

PROOF. Let "k, 1rk be the canonical injections and projections of L Ai. By 
iE[ 

Theorem 1.8.5 the family of homomorphisms Lk Q9 I B : Ak @R B � {L A,) Q9R B 
iel 

induce a homomorphism a : L (Ai Q9R B) --+ <L Ai) Q9R B such that a[{ a1 Q9 b } ]  
i£1 ir.l 

= L (Li(ai) Q9 b) = (L Li(ai)) ® b, where lo = { i E I I  ai Q9 b � 0 1 .  The assign-
ir.l 0 ir.l 0 

ment (u,b) � { 1ri(u) (8) b l i al defines a middle linear map (2: Ai) X B � 
i£1 

L (A. Q9R B) and thus induces a homomorphism {3 : <L Ai) @R B � L (Ai ®R B) 
iEJ 

such that {3(u ® b) = { 1r,(u) 0 b }i .I ·  We shall show that a{3 and {3a are the respec
tive identity maps, whence a is an isomorphism. 
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Recall that i f  u e 2: Ai and lo = { i e I I  1ri(u) � 0 } , then u = L Li'lri(u). Thus 
ido 

for every generator u @  b of (L Ai) @R B we have 

a{3(u @ b) .= a[ { 7ri(u) @  b} ] = (2: Li1ri(u)) @ b = u @ b. 
iclo 

Consequently a{3 is the identity map. 
For each j e I let Lj* : A; @ RB ---+ L; (A, @R B) be the canonical injection and 

'I 

verify that 4: (Ai @R B) is generated by all elements of the form 1.1*(a @  b) = 
'I 

{ 1riL1{a) @  b J id (j e /, a e A;, b e  B). For each such generator we have (7riL;(a)) @ b 
= 0 if i � j and (7riLj(a)) @ b = a @ b, whence 

{3a(L1*(a @  b)] = {3a({  7raf.,{a) @ b } ]  = {3[L11rjL1(a) @ b] 
= (3[,,(a) ® b] = { 1ri1.1(a) @  b }i e� = 1.1*(a @ b). 

Consequently the map {3a must be the identity. The second isomorphism is proved 
similarly. • 

Theorem 5.10. (Adjoint Associativity) Let R and S be rings and An, RBs, Cs (bi)
modules. Then therl!_ is an isomorphis1n of abelian groups 

a : Homs(A @n B,C) r-.v HomR(A,Homs(B,C)), 

defined for each f : A @R B ---+ C by 

[(af)(a)](b) = f(a @ b). 

Note that HomR(_,_) and Horns(_,_) consist of homomorphisms of right 
modules. Recall that the R-module structure of Homs(B,C) is given by : (gr)(b) = 

g(rb)  (for r e R, b e  B, g e Homs(B,C); see Exercise 4.4(c)). 

, 

' 

SKETCH OF PROOF OF 5.10. The proof is a straightforward exercise in the 
use of the appropriate definitions. The fol lowing items must be checked. I 

(i) For each a e A,  and f e Homs(A @R B,C), (af)(a) : B ---+ C is an S-module 
homomorphism. 

(ii) (af) : A � Homs(B,C) is an R-module homomorphism. Thus a is a well
defined function. 

(iii) a is a group homomorphism (that is, a( Ji + h) = a( fi) + a( h.}). To show 
that a is an isomorphism, construct an inverse map {3 : HomR(A,Homs(B,C)) ---+ 
Homs(A @R B,C) by defining 

({3g)(a @  b) = [g(a)](b), 

where a e A, b e  B, and g e HomR(A,Homs(B,C)) . Verify that 
(iv) fig as defined above on the generators determines a unique S-module homo

morphism A @R B ---+ C. 
(v) 13 is a homomorphism. 

(vi) {3a and a/3 are the respective identities. Thus a is an isomorphism. • 

We close this section with an investigation of the tensor product of free modules. 
Except for an occasional exercise this material will be used only in Section IX.6. 
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Theorem 5.11. Let R be a ring with identity. If A is a unitary right R-module and F 
is a free left R-module with basis Y, then every element u of A (8)R F may be written 

n 

uniquely'in the fonn u = L ai (8) Yi, where ai e A and the Yi are distinct elementsofY. 
i= 1 

t m 

REMARK. Given u = L ak ®. Yk and v = L bi (8) zi (ak,bi e A,  Yk,Z1 e Y), 
k = l  j = l  

we may, if necessary, insert terms of the form 0 Q9 y (y e Y) and assume that 
n n 

u = L ai (8) Yi and v = L bi (8) Yi· The word "uniquely" in Theorem 5.1 1 means 
i = l  i = l  

n n n 

that if L ai Q9 Yi = L bi (8) Yi, then Ui = bi for every i. In particular, if L ai (8) Yi i = l  i= l i = l 
n 

= 0 = L 0 (8) Yi, then a. = 0 for every i. 
i= I 

PROOF OF 5.11. For each y E Y, let A11 be a copy of A and consider the direct 
sum L A11• We first construct an isomorphism 0 : A @R F 1"...1 L AJ.I as follows. 

�y • � y  
Since Y is a basis, { y }  is a linearly independent set for each y € Y. Consequently, 
the R-module epimorphism cp : R � Ry given by r � ry (Theorem 1 .5) is actually 
an isomorphism. Therefore, by Theorem 5. 7 there is for each y c Y an isomorphism 

I A®�-l 
A <8)R Ry A <8)R R 1"...1 A = A11• 

Thus by Theorems 5.9 and 1 .8. 10 there is an isomorphism 0 :  

A <8)R F = A @R (2: Ry) 1"...1 L A @n Ry 1"...1 L A11• 
yeY yeY yeY 

Verify that for every a e A ,  z e Y, O(a (8) z) = { u11 } e L A11, where uz = a and u11 = 0 
for y � z; in other words, O(a (8) z) = Lz(a), with Lz : Az � L A11 the canonical in
jection. Now every nonzero v e L Ay is a finite sum v = L111(a.) + · · · + Lun(an) 
= O(a. @ YI) + · · · + O(an (8) Yn) with Yt, . . .  , Yn distinct elements of }' and ai 
uniquely determined nonzero elements of A.  It follows that every element of A @R F 

71 

(which is necessarily o-•(v) for some v) may be written uniquely as L ai ® Yi· • 
i = l  

Corol lary 5.12. lfR is a ring with identity and AR andRB are free R-modules with 
bases X and Y respectively, then A @a 8 is a free (right) R-module with basis 
W = { x  ® y I x e X,y e Y J  of cardinality IX I IYI . 

REMARKS. Since R is an R-R bimodule, so is every direct sum of copies of R.  
In particular, every free left R-module is also a free right R-module and vice versa. 
However, it is not true in general that a free (left) R-module is a free object in the cat
egory of R-R bimodules (Exercise 12). 

SKETCH OF PROOF OF 5.12. By the proof of Theorem 5. 1 1 and by Theo
rem 2. 1 (for right R-modules) there is a group isomorphism 

0 : A <8)R B r-..; L Au = L A = L <L xR). 
yaY y�Y y�Y xeX 
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Since B is an R-R bimodule by the remark preceding the proof, A @R B is a right 
R-module by Theorem 5.5 . Verify that 6 is an isomorphism of right R-modules such 
that 6( W) is a basis of the free right R-module L <L xR). Therefore, A ®R B is a 

y X 

free right R-module with basis W. Since the elements of W are all distinct by Theo-
rem 5. 1 1 ,  I WI = IXI l YI .  • 

Corol lary 5.13. Let S be a ring with identity andR a subring ofS that contains Is. IfF 
is a free left R-module with basi� X, then S @R F is a free left S-module with basis 
{ 1s @ x I x e X }  oj·cardinality lX I .  

SKETCH OF PROOF. Since S i s  clearly an S-R bimodule, S @R F is a left 
S-module by Theorem 5.5.  The proof of Theorem 5.1 1 shows that there is a group 
isomorphism 6 : S @R F �"'../ L Sx, with each Sx = S. Furthermore, if for z e X, 

xeX 

Lz : S = Sz � L Sx is the canonical injection, then 6(1s  <8) z) = Lz(1s) for each z eX. 
xeX 

Verify that 6 is in fact an isomorphism of left S-modules. Clearly, { tx(l s) I x eX} 
is  a basis of cardinality lXI of the free left S-module L Sx, whence S @R F is 

xeX 

a free S-module with basis { 1s @ x I x e X} of cardinality lXI . • 

E X E R C I S E S 
Note: R is a ring and @ = @z. 

L If R = Z, then condition (iii) of Definition 5.1  is superfluous (that is, (i) and (ii) 
imply (iii)). 

2. Let A and B be abelian groups. 
(a) For each m > 0, A @Zm � A/mA . 
(b) Zm @ Zn �"'../ Zc, where c = (m,n). 
(c) Describe A @  B, when A and B are finitely generated. 

3. If A is a torsion abelian group and Q the (additive) group of rationals, then 
(a) A @  Q = 0. 
(b) Q ® Q �"'../ Q. 

-

4. Give examples to show that each of the following may actually occur for suitable 
rings R and modules AR, RB. 

(a) A @R B � A @z B. 
(b) u e A @R B, but u � a @ b for any a e A ,  b e B. 
(c) a @  b = a1 @ bt but a �  a1 and b � b1. 

5 . If A '  is a �ubmodule of the right R-module A and B' is a submodule of the left 
R-module B, then A/ A' @R B/ B' �"'../ (A @R B)/ C, where C is the subgroup of 
A @R B generated by all elements a' @ b and a @ b' with a e A,  a' e A', b e B, 
b' e B'. 

6. Let f : AR � AR' and g : RB ----) RB' be R-module homomorphisms. What is the 
difference between the homomorphism f® g (as given by Corollary 5.3) and the 
element !0 g of the tensor product of abelian groups 

HomR(A,A') <8) HomR(B,B')? 

I 
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7. The usual injection a : Z2 � Z4 is a monomorphism of abelian groups. Show that 
1 (8) a : Z2 @ Z2 � Z2 @ Z4 is the zero map (butZ2 @Z2 ;;e O andZ2 @ Z4 ;;e 0; 
see Exercise 2). 

I g 
8. Let 0 � A -----} B -----} C � 0 be a short exact sequence of left R-modules and D a 

. fV\ 1D@f 1D@g • 

nght R-module. Then 0 � D \C;R A ) D @R B ) D @R C � 0 IS a short 
exact sequence of abelian groups under any one of the following hypotheses: 

(a) 0 -----} A � B � C � 0 is split exact. 
(b) R has an identity and D is a free right R-module. 
(c) R has an identity and D is a projective unitary right R-module. 

9. (a) If I is a right ideal of a ring R with identity and B a left R-module, then there 
is a group isomorphism R/ I @R B � Bj IB, where IB is the subgroup of B 
generated by all elements rb with r e I, b e B. 
(b) If R is commutative and I,J are ideals of R, then there is an R-module iso
morphism Rj I @R RjJ � Rj(I + J). 

10. If R,S are rings, AR, RBs, sC are (bi)modules and D an abelian group, define a 
middle linear map to be a function f : A X B X C � D such that 

(i) f(a + a',b,c) = f(a,b,c) + f(a',b,c) ; 
(ii) f(a,b + b',c) = f(a,b,c) + f(a,b',c) ; 
(iii) f(a,b,c + c') = f(a,b,c) + f(a,b,c') ; 
(iv) f(ar,b,c) = f(a,rb,c) for r e R;  
(v) f(a,bs,c) = f(a,b,sc) for s e S. 

(a) The map i :  A X B X c� (A @R B) @s C given by (a,b,c) � (a @  b) @ c  
is middle linear. 

(b) The middle linear map i is universal; that is, given a middle linear map 
g : A X B X C � D, there exists a unique group homomorphism 
g :  (A @R B) ®s C --+  D such that gi = g. 

(c) The map j : A X B X C � A @R (B @s C)
. 

given by 
(a,b,c) � a  (8) (b @ c) is also a universal middle linear map. 

(d) (A @R B) ®s C � A  @R (B ®s C) by (b), (c), and Theorem 1.7. 10. 
(e) Define a middle linear function on n (bi)modules (n > 4) in the obvious 

way and sketch a proof of the extension of the above results to the case of n (bi)
modules (over n - 1 rings). 

(f) If R = S, R is commutative and A ,B,C,D are R-modules, define a trilinear 
map A X B X C � D and extend the results of (a),(b),(c) to such maps. 

1 1 . Let A,B,C be modules over a commutative ring R.  
(a) The set £(A ,B;C) of all R-bilinear maps A X B � C is an R-module with 

( /  + g)(a,b) = f(a,b) + g(a,b) and (rf)(a,b) = rf(a,b). 
(b) Each one of the following R-modules is isomorphic to £(A,B;C) :  

(i) HomR(A @R B,C) ; 
(ii) HomR(A ,HomR(B,C)); 

(iii) HomR(B,HomR(A,C)). 

12 .  Assume R has an identity. Let e be the category of all unitary R-R bimodules 
and bimodule homomorphisms (that is, group homomorphisms f : A � B such 
that f(ras) = rf(a)s for all r,s e R). Let X = { l R }  and let L : X �  R be the in
clusion map. 
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(a) If R is noncommutative, then R (equipped with ' : X �  R) is not a free 
object on the set X in the category e. 

(b) R ®z R is an R-R bimodule (Theorem 5.5). If t : X �  R ®z R is 
given by 1 R  � 1 R  ® 1 R, then R ®z R is a free object on the set X in  the cate
gory e. 

6. MODU LES OVER A PRI NCI PAL I DEAL DOMAIN 

The chief purpose of this section, which will be used again only in Sections 
VII.2 and VII.4, is to determine the structure of all finitely generated modules over a 
principal ideal domain. Virtually all of the structure theorems for finitely generated 
abelian groups (Sections 11 . 1 ,11.2) carry over to such modules. In fact, most of the 
proofs in Sections 11 . 1  and 11.2 extend immediately to modules over Euclidean 
domains. However, several of them must be extensively modified in order to be valid 
for modules over an arbitrary principal ideal domain. Consequently, we shall use a 
different approach in proving the structure theorems here. We shall show that just as 
in the case of abelian groups every finitely generated module may be decomposed in 
two ways as a direct sum of cyclic submodules (Theorem 6. 12). Each decomposition 
provides a set of invariants for the given module (that is, two modules have the same 
invariants if and only if they are isomorphic (Corollary 6.1 3)). Thus each method of 
decomposition leads to a complete classification (up to isomorphism) of all finitely 
generated modules over a principal ideal domain. Here and throughout this section 
umodule"' means ''unitary module"". 

We begin with free modules over a principal ideal domain R. Since R has the in
variant dimension property by Corollary 2 . 12 ,  the rank of a free R-module (Defini
tion 2.8) is well defined. In particular, two free R-modules are isomorphic if  and 
only if they have the same rank (Proposition 2.9). Furthermore we have the follow
ing generalization of Theorem 11. 1 .6. 

Theorem 6. 1.  Let F be a free module over a principal ideal domain R and G a sub
module ofF. Then G is a free R-module and rank G < rank F. 

SKETCH OF PROOF. Let { xi I i € I } be a basis of F.- Then F = L Rxi with 
ie.I 

each Rxi isomorphic to R (as a left R-module). Choose a well ordering < of the set I 
(Introduction, Section 7). For each i € 1 denote the immediate successor of i by i + 1 
(Introduction, Exercise 7. 7). Let J = I U { a } , where a ' I and by definition i < a 

for all i € I. Then J is well ordered and every element of I has an immediate successor 
in J.1 For eachj € J define Fi to be the submodule ofF generated by the set { Xi I i < j } . 
Verify that the submodules F; have the following properties : 

( i) j < k ¢:::} F1 C F k ;  
(ii) U Fi = F; 

je.J 

1The set J is a technical device needed to cope with the possibility that some (necessarily 
unique) element of I has no immediate successor in I. This occurs, for example, when I 
is finite. 
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(iii) for each i e /, F,+•fF, � Rx, � R. [Apply Theorem 1 .7 to the canonical pro
jection Fi+l = L Rxk � Rxi.] 

k <i + l  

For each j E J let Gi = G n Fi and verify that : 

(iv)j < k �  Gi c Gk; 
(v) U Gi = G; 

jeJ 
(vi) for each i E /, Gi = Gi+l n Fi. 

Property (vi) and Theorem 1 .9(i) imply that G,+t/Gi = Gi+l/(Gi+l n Fi) 
� (G,+I + Fi)/Fi. But (G,+t + Fi)jF, is a submodule of Fi+t!Fi. Therefore, 
Gi+t! G, is isomorphic to a submodule of R by (iii). But every submodule of 
R is necessarily an ideal of R and hence of the form (c) = Rc for some c e R. If c � 0, 
then the R-module epimorphism R � Rc of Theorem 1 .5(i) is actually an isomor
phism. Thus every submodule of R (and hence each Gi+I/ Gi) is free of rank 0 or 1 .  By 

Theorems 3.2 and 3.4 the sequence 0 � Gi � Gi+l � Gi+I/ Gi � 0 is split exact for 
every i e: I. Theorem 1 . 1 8  and Exercise 1 . 1 5  imply that each G,+l is an internal direct 
sum Gi+t = Gi EB Rb,, where b, e G,+• - Gi and Rbi � R if Gi+I � Gi, and hi = 0 
if Gi+I = Gi (that is, Gi+tl G, = 0). Thus b, e: G is defined for each i e: /. Let 
B = { b, I hi � 0} . Then IBI < Ill = rank F. To complete the proof we need only 
show that B is a basis of G. 

Suppose u = L r1bi = 0 U e: /; r1 e: R; finite sum). Let k be the largest index (if 
1 

one exists) such that rk � 0. Then u = L ribi + rkbk e Gk EB Rbk = Gk+l· But 
j <k 

u = 0 implies that rk = 0, which is a contradiction. Hence r1 = 0 for allj. Therefore, 
B is linearly independent. 

Finally we must prove that B spans G. It suffices by (v) to prove that for each 
k e J the subset Bk = { bi e: B I j < k }  of B spans Gk. We shall use transfinite induc
tion (Introduction, Theorem 7. 1 ). Suppose, therefore, that Bi spans G1 for all j < k  
and let u e: G!c. If k = j + 1 for some j e 1, then Gk = Gi+t = G1 EB Rbi and 
u = v + rbi with v e G1• By the induction hypothesis v is a finite sum v = L r,b, 
with ri e: R and bi e B i C Bk. Therefore, u = L rib, + rbk, whence Bk spans Gk. Now 
suppose that k � j + 1 for all j e I (and this may happen; see the examples pre
ceding Theorem 7. 1 of the Introduction). Since u E Gk = G n Fk, u is a finite sum 
u = L r ix i with j < k. If t is the largest index such that r, � 0, then u e Fc+l with 
t + 1 < k by hypothesis. Therefore, u e G n Fc+t = Gt+t with t + 1 < k .  By the 
induction hypothesis u is a linear combination of elements of Bt+t, which is a subset 
of Bk. Hence B�t. spans Gk. • 

Corol lary 6.2. Let R be a principal ideal domain. /fA is ajinitely generatedR-module 
generated by n elements, then every submodule of A may be generated by m elements 
with m < n. 

PROOF. Exercise ; see Corollary 11. 1 .  7 and Corollary 2.2. • 

Corol lary 6.3. A unitary module A over a principal ideal domain is free if and only if 
A is projective. 
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PROOF. (:=}) Theorem 3.2. (¢=) There is a short exact sequence 0 -4  K � F .!. 
A _____. 0 with F free, fan epimorphism and K = ker f by Corollary 2.2. If A is projec
tive, then F r-..- K EB A by Theorem 3 .4. Therefore, A is isomorphic to a submodule of 
F, whence A is free by Theorem 6. 1 .  • 

We now develop the analogues of the order of an element in  a group and of the 
torsion subgroup of an abelian group. 

Theorem 6.4. Let A be a left module over an integral domain R and for each a e A 
let Ga = j r e R I ra = 0 J . 

(i) Ga is an ideal of R for each a e A. 
(ii) At = { a  e A I Ga � 0}  is a submodu/e of A. 

(iii) For each a e A there is an isomorphism of left modules 

Rj Oa '"'"' Ra = { ra I r e R }  . 

Let R be a principal ideal domain and p e R  a prime. 

(iv) /fpia = 0 (equivalently (pi) c 0a), then e. = (pj) with 0 < j < i. 
(v) If t'>a = (pi), then pja � 0 for all j such that 0 < j < i. 

REMARK. Prime and irreducible elements coincide in a principal ideal domain 
by Theorem III. 3. 4. 

SKETCH OF PROOF OF 6.4. (iii) Use Theorems 1 .5(i) and 1 .7. (iv) By hy
pothesis 0a = (r) for some r e R. Since pi E 0u, r divides pi. Unique factorization in R 
(Theorem 111.3 .7) implies that r = piu with 0 < j < i and u a unit. Hence 0a = (r) 
= (piu) = (pi) by Theorem 111.3.2. (v) If  pia = 0 wiih j < i, then pi e Oa = (p'), 
whence pi I pi. This contradicts unique factorization in R. • 

Let A be a module over an integral domain. The ideal 0a in Theorem 6.4 is 
called the order ideal of a e A.  The submodule At in Theorem 6.4 is called the 
torsion submodule of A.  A is said to be a torsion module if A _ = A,  and to be torsion
free if At  = 0. Every free module is torsion-free, but not vice versa (Exercise 2). 

Let A be a module over a principal ideal domain R. The order ideal of a e A is a 
principal ideal of R, say 0a = (r), and a is said to have order r. The element r is 
unique only up to multiplication by a unit (Theorem 111.3 .2). The cyclic submodule 
Ra generated by a (Theorem 1 .5) is said to be cyclic of order r. Theorem 6.4(iii) shows 
that a e A has order 0 (that is, Ra is a cyclic module of order 0) if and only if Ra � R 
(that is, Ra is free of ran� one). Also a e A has order r, with r a unit, i f  and only if  
a = 0;  (for a = JRa = r-1(ra) = r-10 = 0). 

EXAMPLE. If R is a principal ideal domain and r e R, then the quotient ring 
R/(r) is a cyclic R-module with generator a = I R + (r). Clearly Oa = (r), whence a 
has order r and R/(r) is cyclic of order r. Theorem 6.4( iii) shows that every cyclic 
module C over a principal ideal domain R is isomorphic to R/(r), where (r) = Oa and 
a is a generator of C. 
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EXAMPLE. Let R = Z and let A be an (additive) abelian group. Suppose the 
group theoretic order of a e A (Definition 1.3 .3) is finite. Then 0a = (n), where ln l  is 
the group theoretic order of a. If a e A has infinite order, then Oa = (0). In either case 
Za is the cyclic subgroup (a) generated by a (Theorem 1.2.8). Furthermore, Za � 
Z/(n) !"../ Z, if 0a = (n), n � 0; and Za !"../ Zj(O) � Z if Oa = (0). 

Theorem 6.5. A finitely generated torsion-free module A over a principal ideal do
main R is free. 

REMARK. The hypothesis that A is finitely generated is essential (Exercise 
Il. l . l  0). 

PROOF OF 6.5. We may assume A � 0. Let X be a finite set of nonzero 
generators of A .  If x eX, then rx = 0 (r e R) i f  and only if r = 0 since A is torsion-free. 
Consequently, there is a nonempty subset S = { x�, . . .  , xk } of X that is maximal 
with respect to the property: 

r1x1 + · · · + rkxk = 0 (r• e R) ===* r; = 0 for all i. 

The submodule F generated by S is clearly a free R-module with basis S. If y e X  - S, 
then by maximality there exist r11,r1 , • • •  , rk e R, not all zero, such that r11y + r1x1 

k 

+ · · · + rkxk = 0. Then r11y = -L riXi e F. Furthermore, rJI � 0 since otherwise 
i=  1 

r.;. = 0 for every i. Since X is finite, there exists a nonzero r e R (namely r = n rJI) 
YEX -S 

such that rX = { rx I x e X} is contained in F. Therefore, rA = { ra I a e A I C F. The 
map f : A � A given by a �  ra is easily seen to be an R-module homomorphism 
with image rA . Since A is torsion-free Ker f =  0, whence A !"../ Im f = rA C F. 
Therefore, A is free by Theorem 6. 1 . • 

Determining the structure of a finitely generated module A over a principal ideal 
domain now proceeds in three steps. We show first that A is a direct sum of a torsion 
module and a free module (Theorem 6.6). Every torsion module is a direct sum of 
up-primary modules'' (Theorem 6.7). Finally every p-primary module is a direct sum 
of cyclic modules (Theorem 6.9). 

Theorem 6.&. If A is a finitely generated module over a principal ideal domain R, 
then A = At ffi F, where F is a free R-module of finite rank and F :=:: A/ At. 

SKETCH OF PROOF. The quotient module A/ At is torsion-free since for 
each r � 0, 

r(a + A,) = A, � ra e At � rt(ra) = 0 for some r1 � 0 � a e A, 

Furthermore, A/ A, is finitely generated since A is. Therefore, A/ A, is free of finite 
rank by Theorem 6.5. Consequently, the exact sequence 0 ---) At � A ---+ A/ A, ---) 0 
is split exact and A �  A, ffi A/ A, (Theorems 3.2 and 3.4). Under the isomorphism 
Ac ffi A/ At � A of Theorem 3.4 the imag� of A, is A, and the image of A/ A, is a 
submodule F of A,  which is necessarily free of finite rank. It follows that A is the 
internal direct sum A = A, ffi F (see Theorem 1 . 1 5). • 
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Theorem 6.7. Let A be a torsion module over a principal ideal domain R and for 
each prime p e R let A(p) = { a  e A I a has order a power ofp } .  

(i) A(p) is a submodu/e of A for each prime p e R;  
(ii) A = L A(p), where the sum is over all primes p e R . If A is finitely gener

ated, only finitely many of the A(p) are nonzero. 

PROOF. (i) Let a,b e A(p). If  ea = (pr) and (')b = (p8) let k = max (r ,s) . Then 
pk(a + b) = 0, whence 0a+b = (pi) with 0 < i < k by Theorem 6.4(iv). Therefore, 
a,b e A(p) imply a + b c A(p) . A similar argument shows that a e A(p) and r e R 
imply ra e A(p). Therefore, A(p) is a submodule. 

(ii) Let 0 � a e A with l9a = (r). By Theorem·III.3 .7 r = Ptn1 .  · • Pk7�k with Pi dis
tinct primes in R and each n ·  > 0 For each i let r - = P1nt . · ·p�t-Ip�i ... I . · ·pknk Then l • ' l l-1 •+1 • 

r1, . . .  , rk are relatively prime and there exist s. , . . . ..  sk e R such that s1r1 + · · · + 
skrk = l u  (Theorem III.3. 1 1) .  Consequently, a = IRa ·= s1r1a + · · · + skrka. But 
p/'isiria = sira = 0, whence siria s A(pi) . We have proved that the submodules A(p) 
(p prime) generate the module A .  

Let p e R be prime and let A t  be the submodule of A generated by all A(q) with 
q rf p. Suppose a e A(p) n At .  Then pma = 0 for some m > 0 and a = at + · · · + at 
with ai e A(qi) for some primes q�, . . .  , qt all distinct from p. Since ai e A(qi), there are 
integers mi such that q1·miai = 0, whence (qt"r•• · · · qtmt)a = 0. If  d = q1 m• · · · qtm', then 
pm and d are relatively prime and rpm +  sd = IR  for some r,s e R·. Consequently, 
a = I Ra = rpma + sda = 0. Therefore, A(p) n At  = 0 and A = L A (p) by Theo
rem 1 . 1 5 .  The last statement of the Theorem is a consequence of the easily verified 
fact that a direct sum of modules with infinitely many nonzero summands cannot be 
finitely generated. For each generator has only finitely many nonzero coordi
nates. • 

In order to determine the structure of finitely generated modules in which every 
element has order a power of a prime p (such as A(p) in Theorem 6.7), we shall need a 
lemma. If A is an R-module and r e R, then r A is the set { ra [ a e A } .  

Lem ma 6.8. Let A be a module over a principal ideal domain R such that pnA = 0 
and pn-1A rf 0 for son1e prime p e R  and posit ice integer n. Let a be an element of A of 
order pn. 

(i) If A � Ra, then there exists a nonzero b e  A such that Ra n Rb = 0. 
(ii) There is a submodule C of A such that A = Ra EB C. 

REMARK. The following proof is quite elementary. A more elegant proof of(ii), 
which uses the concept of injectivity, is given in Exercise 7. 

PROOF OF 6.8.  (G. S. Monk) (i) If A � Ra, then there exists c e A - Ra. 
Since pnc e pn A = 0, there is a least positive integer j such that pic e Ra,- whence 
pi-·1c t Ra and pic = r1a (r1 e R). Since R is a unique factorization domain r1 = rpk 1 for some k > 0 and r e R such that p ,{' r. Consequently, 0 = pnc = pn-i(pic) 
= pn-irpka. Since p,fr and pn-Ia � O (Theorem 6.4(v)), we must have n - j + k > n.. ' whence k > j > 1 .  Therefore, b = pi- 1c - rpk-Ia is a well-defined element of A .  

J 
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Furthermore, b � 0 (since pi-tc + Ra) and ph = pic - rpka = pic - r1a = 0. If 
Ra n Rb � 0, then there exists s e R such that sb e Ra and sb � 0. Since sb � 0 
and ph = 0, p does not divide s. Therefore, s and p., are relatively prime and 
sx + pny = 1 R  for some x,y e R (Theorem 111.3 .1 1 ) . Thus since pnA = 0, b = 1 Rb 
= sxb + pnyb = x(sb) e Ra. Consequently, pi-1c = b + rpk-Ia e Ra . If j - 1 � 0, 
this contradicts the minimality of j, and if j - 1 = 0, this contradicts the fact that 
c t Ra. Therefore, Ra n Rb = 0. 

(ii) If A = Ra, let C = 0. If A � Ra, then let S be the set of all submodules B of 
A such that Ra n B = 0. S is nonempty since by (i) there is a nonzero b e A such that 
Ra n Rb = 0. Partially order S by set-theoretic inclusion and verify that every chain 
in S has an upper bound in S. By Zorn's Lemma there exists a submodule C of A that 
is maximal in S .  Consider the quotient module A/C. Clearly pn(AjC) = 0 and 
pn(a + C) = 0. Since Ra n C = 0 and pn-la � 0, we have pn-I(a + C) � C, 
whence a + C has order pn in A/C and pn-I(A/C) � 0. Now if  AjC is not the cyclic 
R-module generated by a + C (that is, A/ C � R(a + C)), then by (i) there exists 
d + C e A/ C such that d + C � C and R(a + C) n R(d + C) = C. Since 
Ra n C = 0, it follows that Ra n (Rd + C) = 0. Since d ' C, Rd + C is in S and 
properly contains C, which contradicts the maximality of C. Therefore, A/ C is the 
cyclic R-module generated by a + C (that is, AjC = R(a + C)) . Consequently, 
A = Ra + C, whence A = Ra ffi C by Theorem 1 . 1 5. • 

Theorem 6.9. Let A be a finitely generated module over a principal ideal domain R 
such that every element of A has order a power of some prime p e R. Then A is a direct 
sum of cyclic R-modules of orders pni , . . .  , pnk respectively, where n1 > n2 > · · · > 
nk > 1 .  

PROOF. The proof proceeds by induction on the number r of generators of A,  
with the case r = 1 being trivial. If r > 1 ,  then A is generated by elements a�, . . . , ar 
whose orders are respectively pn1,pm2,pm"', . . .  , pmr. We may assume that 

Then pn•A = 0 and pn•-1A ¢ 0. By Lemma 6.8 there is a submodule C of A such that 
A = Ra1 ffi C. Let 1r be the canonical epimorphism 1r : A � C. Since A is generated 
by a�,a2, . . . � ar, C must be generated by 1r(a1), 1r(a2), . . .  , 7r(ar)- But 1r(a1) = 0, 
whence C may be generated by r - 1 or fewer elements. Consequently, the induction 
hypothesis implies that C is a direct sum of cyclic R-modules of orderspn2,pn"' , . . .  , p"lk 

respectively with n2 > na > · · · > nk > 1 .  Thus C contains an element of order n2. 
Since pn•A = 0, we have pmC = 0, whence n1 > n.l- Since Ra1 is a cyclic R-module of 
order pn•, A is a direct sum of cyclic R-modules of orders pn•,pn2., • • •  , pnk respectively 
with n1 > n2 > · · · > nk > I .  • 

Theorems 6.6, 6. 7, and 6.9 immediately yield a structure theorem for finitely 
generated modules over a principal ideal domain (see Theorem 6. 1 2(ii) below). Just 
as in the case of abelian groups (Section 11 .2), there is a second way of decomposing 
a finitely generated module as a direct sum of cycl ic submodules. In order to obtain 
this second decomposition and to prove a uniqueness theorem about each of the de
compositions, we need two lemmas. 
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Lem ma 6.10. Let A,B, and Ai (i e I) be modules over a principal ideal domain R .  
Let r e R and let p e R be prime. 

(i) rA = { ra / a  e A I  and A[r] = l a  e A I ra =  0 }  are submodules of A. 
(ii) Rj(p) is a field and A[p] is a vector space over R/(p). 

(iii) For each positive integer n there are R-module isomorphisms 

(R/(pn))[p] ""' Rj(p) and pm(R/(pn)) ""' R/(pn-m) (0 < m < n). 

(iv) If A ""' }: Ah then rA ""' }:  rAi and A[rJ "'"' }:  Ai[rJ. 
ie/ id iEl 

(v) Iff :  A �  B is an R-module isomorphism, then f :  At ""' Bt andf : A(p) ""' B(p). 

SKETCH OF PROOF. (ii) Exercise 2.4. (v) See Lemma 11.2.5 (vii). (iii) The 
first example preceding Theorem 6.5 may be helpful. . Verify that (R/(p71))[p] is 
generated as an R-module (and hence as a vector space over Rj(p)) by the single 
nonzero element pn-l + (pn). Therefore, (R/(p11)) [p] "'"' Rj(p) by Theorems 2.5 and 
2 . 1 .  The submodule of Rj(p") generated by pm + (p") is precisely pm(Rj(pn)). Since 
pm + (p") has order pn-m, we have pm(Rj(p71)) ""' R/(pn-m) by Theorem 6.4(iii) . • 

Lemma 6.11. Let R be a principal ideal domain . lfr e R factors as r = Ptn1 • • • Pknk 
with p� , . . .  , Pk e R distinct primes and each ni > 0, then there is an R-module iso
morphism 

Consequently every cyclic R-module of order r is a direct sum ofk cyclic R-modules of" 
orders P1n1, • • •  , Pknk respectively. 

SKETCH OF PROOF. We shall prove that if s,t e R are relatively prime, then 
R/(st) ""' Rj(s) ffi Rj(t). The first part of the lemma then follows by induction on 
the number of distinct primes in the prime decomposition of r. The last statement of 
the lemma is an immediate consequence of the fact that Rj(c) is a cyclic R-module of 
order c for each c e R by Theorem 6.4. The map 6 : R � R given by x J----4 tx is an 
R-module monomorphism that takes the ideal (s) onto the ideal (st) . By Corollary 1 .8 
6 induces an R-module homomorphism R/(s) � Rj(st) given by x + (s) � tx + (st). 
Similarly there is a homomorphism Rj(t) � Rj(st) given by x + (t) � sx + (st) . 
By the proof of Theorem 1 . 1 3  the map a : Rj(s) ffi Rj(t) ____, R/(st) given by 
(x + (s),y + (t)) � [tx + syJ + (st) is a well-defined R�module homomorphism. 
Since (s,t) = 1 R, there exist u,v e R such that su + tv = 1 R  (Theorem III.3 . l l ) .  If 
c e R, then c = sue + tvc� -whence a(vc + (s), uc + (t)) = c + (sr) . Therefore, a is 
an epimorphism. In order to show that a is a monomorphism we must show that 

a(x + {s), y + (t)) = 0 =:) x e (s) and y e (t). 

If a(x + (s), y + (t)) = 0, then tx + sy = stb e (st) for some b e R. Hence utx + usy 
= ustb. But y = IRY = (su + tv)y, whence urx + (y - tvy) = ustb and y = ustb -
utx + tvy e (t). A similar argument shows that x e (s) . • ' 

i 

j 
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Theorem 6.12. Let A be a finitely generated module over a principal ideal domain R.  

(i) A is the direct sum of a free submodu/e F of finite rank and a finite number of 
cyclic torsion modules. The cyclic torsion summands (if any) are of orders r1, • • •  , ft , 
where r 1 ,  . . . , rt are (not necessarily distinct) nonzero nonunit elements of R such that 
r1 I r2 l ·  · · I  ft. The rank of F and the list of ideals (rt), . . .  , (rt) are uniquely determined 
by A.  

(ii) A is the direct sum of a free submodu/e E of finite rank and a finite number of 
cyclic torsion modules. Th'3 cyclic torsion summands (if any) are of orders Pt81, • • • , Pk5k, 
where p�, . . . , Pk are (not necessarily distinct) primes in R and s1, . . .  , sk are (not 
necessarily distinct) positive integers. The rank ofE and the list of ideals(pt51) , • • •  , (pk8k) 
are uniquely deterntined by A (except for the order of the Pi) -

The notation rdr2 l ·  · - l r, means rt divides r2, r2 divides r3, etc. The elements 
r1 , . . .  , r, i n  Theorem 6. 1 2  are called the invariant factors of the module A just as in  
the special case of abelian groups . Similarly Pt81, • • •  , Pksk are called the elementary 
divisors of A .  

SKETCH OF PROOF OF 6.12. The existence of a direct sum decomposition 
of the type described in (ii) is an immediate consequence of Theorems 6.6, 6.7, and 
6.9. Thus A is the direct sum of a free module and a finite family of cyclic R-modules, 
each of which has order a power of a prime. I n  the case of abelian groups these prime 
powers are precisely the elementary divisors of A. The method of calculating the in
variant factors of an abelian group from its elementary divisors (see pp. 80-81 )  may 
be used here, mutatis mutandis, to prove the existence of a direct sum decompo
sition of A of the type described in (i). One need only make the followin"g modifica
tions. The role of Z11n 1'./ Zj(pn) (p e: Z prime) is played by a cyclic torsion submodule 
of A of order pn (p e R prime). Such a cyclic torsion module is isomorphic to Rj(pn) 
by Theorem 6.4(iii). Lemma 11.2.3 is replaced by Lemma 6. 1 1 .  

The proof of the uniqueness of the direct sum decompositions in (i) and (ii) is 
essentially the same as the proof of the corresponding facts for abelian groups 
(Theorem 11.2.6). The fol lowing modifications of the argument are necessary. 
First of all prime factorization in R is unique only up to multiplication by a unit 
(Definition 111 .3 .5 and Theorem lll .3.7). This causes no difficulty in Z since the only 
units are ± 1 and primes are defined to be positive. In an arbitrary principal ideal 
domain R, however, an element a e R may have order p and order q with p,q distinct 
primes. However, since (p) = l9a = (q), p and q are associates by Theorem 111.3 .2 ; 
that is, q = pu with u e R a  unit. Hence the uniqueness statements in (i) and (ii) deal 
with ideals rather than elements. Note that a � 0 implies that 0a � R and that a 
cyclic module Ra is free if  and only if l9a = (0). Thus the elements r1 in (i) are non
zero non units. Other modifications : as above replace each finite cyclic summand 
Zn 1'./ Z/(n) with n > 1 by a cyclic torsion module R/(r) (r e R a nonzero nonunit). 
Replace the subgroup generated by the infinite cyclic summands Z by a free 
R-module of finite rank. Use Lemmas 6. 10 and 6. 1 1  in  place of Lemmas 11.2.3 and 
11.2.5. Instead of the counting argument on p. 79 (showing that r = d) use the fact 
that A[pj is a vector space over Rj(p). Hence the number of summands Rj(p) is pre
cisely dimRt <P>A (p), which is invariant by Theorem 2.7. • 
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Corollary 6.13. Two finitely generated modules over a principal ideal domain, A and 
B, are isomorphic if and only if A/ At andB/Bt have the same rank and A and B have 
the same invariant factors [resp. elementary divisors] . 

PROOF. Exercise. • 

E X E R C I S E S 
Note: Unless stated otherwise, R is a principal ideal domain and all modules are 

unitary. 

1 .  If R is a nonzero commutative ring with identity and every submodule of every free 
R-module is free, then R is a principal ideal domain. [Hint: Every ideal / of R is a 
free R-module. If u, v E I (u "# O, v =I= 0), then uv + ( - v)u = 0, which implies that 
I has a basis of one element; that is, I is principal.] 

2. Every free module over an arbitrary integral domain with identity is torsion-free. 
The converse is false (Exercise 11. 1 . 10). 

3. Let A be a cyclic R-module of order r e R. 
(a) If s e R is relatively prime to r, then sA = A and A[s) = 0. 

(b) If s divides r, say sk = r, then sA '""' R/(k) and A[sJ '""' Rj(s). 

4. If A is a cyclic R-module of order r, then (i) every submodule of A is cyclic, with 
order dividing r; (ii) for every ideal (s) containing(r), A has exactly one submodule, 
which is cyclic of order s. 

5. If A is a finitely generated torsion module, then { r e R / rA = 0 }  is a nonzero 
ideal in R, say (rt). r1 is called the minimal annihilator of A .  Let A be a finite 
abelian group with minimal annihilator m e  Z. Show that a cyclic subgroup of A 
of order properly dividing m need not be a direct summand of A. 

6.  If A and B are cyclic modules over R of nonzero orders r and �· respectively, and r 
is not relatively prime to s, then the invariant factors of A EB B are the greatest 
common divisor of r,s and the least common multiple of r,s. 

7. Let A and a e A satisfy the hypotheses of Lemma 6.8. 
(a) Every R-submodule of A is an R/{pn)-module with (r + (pn))a = ra. Con

versely, every R/(p)-submodule of A is an R-submodule by pullback along 
R � R/(pn). 

(b) The submodule Ra is isomorphic to R/(pn). 
(c) The only proper ideals of the ring R/(pn) are the ideals generated by 

pi + (pn) ( i = 1 ,2, . • . , n - 1). 
(d) Rj(pn) (and hence Ra) is an injective R/(pn)-module. [Hint: use (c) and 

Lemma 3.8.] 
(e) There exists an R-submodule C of A such that A = Ra EB C. (Hint: Propo

sition 3 . 1 3 .] 

7. ALGEBRAS 

Algebras are introduced and their basic properties developed. Tensor products 
are used extensively in this discussion. Algebras will be studied further in Chapter IX. I 

1 
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Defin ition 7 .1 .  Let K be a commutative ring with identity. A K-algebra (or algebra 
over K) A is a ring A such that : 

(i) (A, + )  is a unitary (left) K-module; 
(ii) k(ab) = (ka)b = a(kb) for all k s K and a,b E A. 

A K-algebra A which, as a ring, is a division ring, is called a division algebra. 

The classical theory of algebras deals with algebras over a field K. Such an 
algebra is a vector space over K and hence various results of linear algebra are ap
plicable. An algebra over a field K that is finite dimensional as a vector space over K 
is called a finite dimensional algebra over K. 

EXAMPLE. Every ring R is an additive abelian group and hence a Z-module. It 
is easy to see that R is actually a Z-algebra. 

EXAMPLES. If K is a commutative ring with identity, then the polynomial ring 
K[xr, . . . , xn ] and the power series ring K[[x]J are K-algebras, with the respective 
K-module structures given in  the usual way. 

EXAMPLE. If V is a vector space over a field F, then the endomorphism ring 
Homp(V,V) (Exercise 1 .7) is an F-algebra. The F-module structure of HomF(V,V) is 
discussed in the Remark after Theorem 4.8. 

EXAMPLES. Let A be a ring with identity and K a subring of the center of A 
such that 1A  E K. Then A is a K-algebra, with the K-module structure being given by 
multiplication in A. In particular, every commutative ring K with identity is a 
K-algebra. 

EXAMPLE. Both the field of complex numbers C and the division ring of real 
quaternions (p. 1 1 7) are division algebras over the field R of real numbers. 

EXAMPLE. Let G be a multiplicative group and K a commutative ring with 
identity. Then the group ring K( G) (p. 1 1 7) is actually a K-algebra with K-module 
structure given by 

(k,ri c K; gi c G). 

K( G) is called the group algebra of G over K. 

EXAMPLE. If K is a commutative ring with identity, then the ring MatnK of all 
n X n matrices over K is a K-algebra with the K-module action of K given in the 
usual way. More generally, if A is a K-algebra, then so is MatnA . 

REMARK. Since K is commutative, every left K-module (and hence every 
K-algebra) A is also a right K module with ka = ak for all a c A, k c K. This fact is 
implicitly assumed in Theorems 7.2 and 7 .4 below, where tensor products are used. 

The motivation for the next theorem, which provides another means of defining 
K algebras, is the fact that for any ring R the unique map R 0z R --4 R, defined on 
a generator r 0 s by r 0 s � rs, is a homomorphism of additive abelian groups. 
Since rings are simply Z-algebras, this fact is a special case of 
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Theorem 7 .2. Let K be a commutative ring with identity and A a unitary left 
K-module. Then A jj a K-algebra if and only if there exists a K-modu/e homomorphism 
1r : A @K A � A such that the diagram 

is commutative. In this case the K-a/gebra A has an identity if and only if there is a 
K-module homomorphism I : K � A such that the diagram 

is commutative, where !,8 are the isomorphisms ofTheorem 5.1. 

SKETCH OF PROOF. If A is a K-algebra, then the map A X A �  A given 
by (a,b) � ab is K-bilinear, whence there is a K-module homomorphism 

1r :  A @K A �  A 

by Theorem 5.6.- Verify that 1r has the required properties. If A has an identity lA ,  
then the map I :  K � A  given by k � klA is easily seen to be a K-module homo
rnorphism with the required properties. Conversely, given A and the map 
1r :  A @K A �  A,  define ab = 1r(a @ b) and verify that A is a K-algebra. If I :  K � A  
is also given, then 1(1 K) is an identity for A .  • 

The homomorphism 1r of Theorem 7.2 is called the product map of the K-algebra 
A .  The homomorphism I is called the unit map. 

Definition 7 .3.  Let K be a commutative ring with identity and A, B K-algebras. 

(i) A subalgebra of A is a subring of A that is also a K-submodu/e of A. 
(ii) A (left, right, two-sided) algebra ideal of A is a (left, right, two-sided) ideal of 

the ring A that is also a K-submodule of A. 
(iii) A homomorphism [resp. isomorphism] of K·algebras f :  A �  B is a ring ho

momorphism [isomorphism] that is also a K-module homomorphism [isomorphism] .  

REMARKS. If A is a K-algebra, an ideal of the ring A need not be an algebra 
ideal of A (Exercise 4). If, however, A has an identity, then for all k e K and a e A 

ka = k(IAa) = (k i A)a and ka = (ka)IA = a(k1 A), 

with k lA  E A . Consequently, for a left [resp. right] ideal J in the ring A, 

kl = (kl A)J c J [resp. kJ = J(klA) C J] . I 

J 
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Therefore, if A has an identity, every (left, right, two-sided) ideal is also a (left, righty 
two-sided) algebra ideal. 

The quotient algebra of a K-algebra A by an algebra ideal / is now defined in the 
obvious way, as are the direct product and direct sum of a family of K-algebras. 

Tensor products furnish another way to manufacture new algebras. We first 
observe that if A and B are K-modules, then there is a K-module isomorphism 
a : A @K B � B @K A such that a(a @ b) = b ® a  (a E A,b E B) ; see Exercise 2. 

Theorem 7 .4. Let A and B be algebras [with identity) over a commutative ring K with 
identity. Let 1r be the composition 

lA@a@lB 1rA®1rB 
(A @K B) @K (A @K B) (A @K A) @K (B @K B) A @K B, 

where 1r A , 7rB are the product maps of A and B respectively. Then A @K B is a K
algebra [with identity) with product map 1r. 

PROOF. Exercise; note that for generators a @  b and a1 @ b1 of A @K B the 
product is defined to be 

(a @ b)(a1 @ b1) = 1r(a @ b @  a1 @ b.) = aa. @ bb • .  

Thus if A and B have identities IA ,  ln respectively, then l A  ® l B  is the identity 
in A @K B  . •  

The K-algebra A @K B of Theorem 7.4 is called the tensor product of the K
algebras A and B. Tensor products of algebras are useful in studying the structure of 
division algebras over a field K (Section IX.6). 

E X E R C I S E S 
Note: K is always a commutative ring with identity. 

1 .  Let e be the category whose objects are all commutative K-algebras with identity 
and whose morphisms are all K-algebra homomorphisms f :  A -+ B such that 
f(1A) = lB .  Then any two K-algebras A, B of e have a coproduct. [Hint: consider 
A ---? A @K B +--- B, where a �  a @  1B and b � lA @ b.] 

2. If A and B are unitary K-modules [resp. K-algebras], then there is an isomorphism 
of K-modules [resp. K-algebras] a :  A @K B -+ B @K A such that a(a @ b) 
= b ® a  for all a e A ,b E B. 

3. Let A be a ring with identity. Then A is a K-algebra with identity if and only if 
there is a ring homomorphism of K into the center of A such that 1 K  � lA .  

4 .  Let A be a one-dimensional vector space over the rational field Q.  If we define 
ab = 0 for all a,b e A, then A is a Q-algebra. Every proper additive subgroup of A 
is an ideal of the ring A ,  but not an algebra ideal. 

5 .  Let e be the category of Exercise 1 .  If X is the set ( XJ, • • •  ' Xn } , then the poly
nomial algebra K[x., . . .  , xn] is a free object on the set X in the category e. 
[Hint: Given an algebra A in e and a map g : { x., . . . , xn } -+ A,  apply Theorem 
Ill.5.5 to the unit map I : K -+ A and the elements g(x1), . . .  , g(xn) e A.] 



CHAPTER V 

FI ELDS AN D GALOIS TH EORY 

The first principal theme of this chapter is the structure theory of fields. We shall 
study a field F in terms of a specified subfield K (F is said to be an extension field 
of K). The basic facts about field extensions are developed in Section 1 ,  in particular, 
the distinction between algebraic and transcendental extensions. For the most part 
we deal only with algebraic extensions in this chapter. Arbitrary field extensions are 
considered in Chapter VI. The structure of certain fields and field extensions is 
thoroughly analyzed: simple extensions (Section 1) ;  splitting fields (normal exten
sions) and algebraic closures (Section 3) ; finite fields (Section 5) ; and separable 
algebraic extensions (Sections 3 and 6). 

The Galois theory of field extensions (the other main theme of this chapter) had 
its historical origin in a classical problem in the theory of equations, which is dis
cussed in detail in Sections 4 and 9. Various results of Galois theory have important 
applications, especially in the study of algebraic numbers (see E.  Artin [48]) and 
algebraic geometry (see S. Lang [54]). 

The key idea of Galois theory is to relate a field extension K C F to the group of 
all automorphisms of F that fix K elementwise (the Galois group of the extension). A 
Galois field extension may be defined in terms of its Galois group (Section 2) or in 
terms of the internal structure of the extension (Section 3). The Fundamental Theo
rem of Galois theory (Section 2) states that there is a one-to-one correspondence 
between the intermediate fields of a (finite dimensional) Galois field extension and 
t�e subgroups of the Galois group of the extension. This theorem allows us to trans
late properties and problems involving fields, polynomials, and field extensions into 
group theoretic terms. Frequently, the corresponding problem in groups has a solu
tion, whence the original problem in field theory can be solved. This is the case, for 
instance, with the classical problem in the theory of equations mentioned in the pre
vious paragraph. We shal l  characterize those Galois field extensions whose Galois 
groups are finite cyclic (Section 7) or solvable (Section 9). 

The approximate interdependence of the sections of this chapter is as fol lows : 
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4 

A broken arrow A --� B indicates that an occasional result from section A is used in 
section B, but that section B is essentially independent of section A. See page xviii 
for a description of a short basic course in fields and Galois theory. 

1. FI ELD EXTENSIONS 

The basic facts needed for the study of field extensions are presented first, 
followed by a discussion of simple extensions. Finally a number of essential proper
ties of algebraic extensions are proved. In the appendix, which is not used in the 
sequel, several famous geometric problems of antiquity are settled, such as the tri
section of an angle by ruler and compass constructions. 

Defin ition 1.1. A field F is said to be an extension field ofK (or simply an extension 
ofK) provided that K is a subfie/d ofF. 

If F is an extension field of K, then it is easy to see that IK = IF .  Furthermore, F 
is a vector space over K (Definition IV. l . l  ). Throughout this chapter the dimension 
of the K-vector space F will be denoted by [F : K] rather than dimKF as previously. F 
is said to be a finite dimensional extension or infinite dimensional extension of K 
according as [F : KJ is finite or infinite. 

Theorem 1.2.  Let F be an extension field of E and E an extension field of K. Then 
[F : K] = [F : E][E : K]. Furthermore [F : K] is finite if and only if[F : E] and [E : K] 
are finite. 

PROOF. This is a restatement of Theorem IV.2 . 16. • 

In the situation K C E C F of Theorem 1 .2, E is said to be an intermediate field 
of K and F. 

If F is a field and X C F, then the subfield [resp. subring] generated by X is the 
intersection of all subfields [resp. subrings] of F that contain X. If F is an extension 
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field of K and X C F, then the subfield [resp. subring] generated by K U X is called 
the subfield [resp. subring] generated by X over K and is denoted K(X) [resp. K[X)]. 
Note that K[X] is necessarily an integral domain. 

If X = { u� , . . . , un } ,  then the subfield K(X) [resp. subring K[X]) of F is denoted 
K(ut, . . . , un) [resp. K[u 1 , . . .  , un]] . The field K(u., . . .  , un) is said to be a finitely 
generated extension of K (but it need not be finite dimensional over K; see Exercise 2). 
If X = { u l ,  then K(u) is said to be a simple extension of K. A routine verification 
shows that neither K(u� , . . . , un) nor K[ut, . • .  , u71] depends on the order of the Ui 
and that K(ul , . . .  , Un-I)(un) = K(ui, . . .  ' Un) and K[ul, . . .  , Un_t] [un] = K[ul , . . . ' Un] 
(Exercise 4) . These facts will be used frequently in the sequel without explicit 
mention .  

NOT A TION. If F is a field u,v :: F, and v � 0, then uv-1 E F will sometimes be 
denoted by u/v. 

Theorem 1.3. If F is an extension field of a field K, u, ui E F, and X C F, then 

(i) the subring K[u] consists of all elements of the form f(u), where f is a poly
nomial with coefficients in K (that is, f E K [x]) ; 

(ii) the subring K[ut , . . .  , Urn] consists of all elements of the form g(u.,u2, • • •  , Um), 
where g is a polynomial in m indeterminates with coefficients in K (that is, 
g e K[xi, . . .  , Xm]) ;  

(iii) the subring K[X] consists of all elements of the form h(ul t . . .  , Un), where each 
ui E X, n is a positive integer, and h is a polynomial in n indeterminates with coefficients 
in K (that is, n E N*, h E  K[x. , . . .  , XnJ) ; 

(iv) the subfield K(u) consists of all elements of the form f(u)/g(u) = f(u)g{u)-1, 
where f,g e K[x] and g(u) � 0; 

(v) the subfield K(u., . . .  , Um) consists of all elements of the form 

where h,k E K[x 1 , . . .  , Xm] and k(u., . . .  , Urn) � 0; 
(vi) the subfield K(X) consists of all element.� of the form 

f(Ut, . . .  , Un)/g(uh . . .  , Un) = f(u1 , . . .  , Un)g(Ut, . . .  , U11)-l 

where n E N*, f,g E K [Xt, . . . , Xn] , u1, . . .  , Un E X and g(Ut, . . . , Un) � 0. 
(vii) For each v E K(X) (resp. K(X]) there is a finite subset X' of X such that 

v E K(X') (resp. K[X']). 

SKETCH OF PROOF. (vi) Every field that contains K and X must contain the 
set E = { f(ul , . . .  , un)/g(ut, . . .  , Un) I n e N*; f,g e K [xt , . . .  , x,J ; ui E X; 
g(ut ,  . . .  , un) � 0 } ,  whence K(X) :::> E. Conversely, if f,g e K[x. ,  . . .  , Xm] and 
J.,gt E K [x1 , . . .  , xnJ, then define h,k e K[x� , . . . , Xm+.,.J by 

h(xh . .  - , Xm+n) = f(Xt , . • .  , Xm)gt(Xm+l , . . •  , Xm+n) 

-g(x., . . .  , Xm) /I(Xm+l , . . . , Xm+n) ; 

k(Xt , . . . , Xm+n) = g(Xt, • . . , Xm)gt(Xm+h • • • , Xm+n). 

Then for any Ut, . . • , Um , vh . . . , Vn E X  such that g(u1 , . . .  , Um) � 0, Kt(V�, . . . , vn) � 0, 

f(u�, . . .  , Um) /t(Vt, • • .  , Vn) h(u., . · · , Um,Vt, . . •  , Vn) E ---------- - - E 
g(Ut, . • .  , Um) Kt(Vt, • . .  , Vn) - k(ut , • • · 

, Um,Vt, • • .  , V71) • 
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Therefore� E is a group under addition (Theorem 1 . 2 .5). Similarly the nonzero ele
ments of E form a group under n1ltltiplication, whence E is a field. Since X C E and 

K C E, we have K(X) C E. Therefore, K(X) = E. (vii) If u E K(X). then by (vi) 

u = f(ut, . . .  , u,J g(u., . . . , u., ) c: K(X'), where X' = t u1, . . . , ull } C X. • 

I f  L and M are subfields of a field F. the composite of L a nd M in F. denoted LM 
is the subfield generated by the set L U M. An in1mediate consequence of this defini

tion is  that LM = L(M) = M(L). I t  is easy to show that if K is a subfield of L n M 
such that M = K(S) where S C M, then L M  = L(S) (Exercise 5). The relationships 

of the dimensions [L : K], [M : K], [LM : K], etc. are considered in Exercises 20-2 1 .  

The composite of any finite number of subfields £1 ,£2, • • •  , En is defined to be the 

subfield generated by the set Et U E'!. U · · · U En and is denoted £1E2 · · · £71 (see 

Exercise 5). 
The next step in  the study of field extensions is to distinguish two fundamentally 

different situations that occur. 

Defin ition 1.4. Let F he an extension field of K.  An elen1ent u of F is said to be 
algebraic ocer K procided that u is a root of so1ne nonzero po(rnomial f E K[xl .  lfu is 
not a root of any nonzero f s K [x] . u is said to be transcendental over K. F is called an 
algebraic extension of K if every e/enrent ofF is algebraic ocer K .  F is called a trans
cendental extension if at least one e/en1ent ofF is transcendental over K. 

REMARKS. If  u E K, then u i s  a root of x - u E K[x] and therefore algebraic 

over K. If u s F is algebraic over some subfield K' of K, then u is a lgebraic over K 

since K'[x] c K[x] . If u E F is  a root of fc: K[x] with leading coefficient c � 0, then u 
i s  also a root of c-1/, which is a monic polynomial in  K[x] . A transcendenta l  extension 

may contain elements that are a lgebraic  over K (in addition to the elements of K 

itself). 

EXAMPLES. Let Q,R a nd C be the fields of rational, real, a nd complex numbers 

respectively. Then i c: C is a lgebraic over Q and hence over R ;  i n  fact, C = R(l) . It is  

a nontrivial fact that 1r, e 2 R are transcendental over Q;  see, for instance, I .  Her
stein [4] . 

EXAMPLE. If  K is a field, then the polynomial ring K[x�, . . .  , X71] is an integral 

domain (Theorem 111 .5 .3).  The quotient field of K[x� , . . . , xn] is denoted 

K(x�,  . . .  , x11)· It consists of a l l  fractions f1g, with f,g E K{x. , . . .  , xn] and g � 0, and 

the usual addition and multiplication (see Theorem 111 .4.3). K(x� , . . .  , x1'J is called 

the field of rational functions in Xt , • • •  , Xn over K. In the field extension 

K C K(x. , . . . , X71) 
each xi is easily seen to be transcendental over K. I n  fact, every element of 
K(x� , . . .  , x11 ) not in K itself is transcendental over K (Exercise 6). 

In the next two theorems we shal l  characterize all simple field extensions up to 
isomorphism. 

Theorem 1.5. If F is an extension field of K and u E F is transcendental over K, then 
there is an isomorphisn1 of fields K(u) '"'--' K(x) which is the identity on K .  
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SKETCH OF PROOF. Since u is transcendental f(u) � 0, g(u) � 0 for all 
nonzero f,g e K[x]. Consequently, the map <P :  K(x) � F given by f/g � f(u)/g(u) 
= f(u)g(u)-1 is a well-defined monomorphism of fields which is the identity on K. 
But lm <P = K(u) by Theorem 1 .3, whence K(x) ,..._, K(u). • 

Theorem 1.6. If F is an extension field of K and u e F is algebraic over K, then 

(i) K(u) = K[u] ; 
(ii) K(u) '"'"' K[x]/(f), where f e K[x] is an irreducible monic polynomial of degree 

n > 1 uniquely determined by the conditions that f(u) = 0 and g(u) = 0 (g e K[x]) if 
and only iff divides g; 

(iii) [K(u) : K] = n ;  
(iv) { 1 K,u,u2, • • •  , un-1 } is a basis ofthe vector space K(u) over K;  
(v) every element ofK(u) can be written uniquely in the form ao + a1u + · · · + 

an-tUn-1 (ai E K). 

PROOF. (i) and (ii) The map <P : K[x] � K[u] given by g � g(u) is a nonzero 
ring epimorphism by Theorems 111.5.5. and 1 .3 .  Since K[x] is a principal ideal 
domain (Corollary 111.6.4), Ker <P = ( f) for some f E K[x] with f(u) = 0. Since u is 
a lgebraic, Ker <P � 0 and since <P � 0, Ker <P � K[x] . Hence f� 0 and deg f> 1 .  
Furthermore, if c is the leading coefficient of f, then c is a unit in K[x] (Corollary 
111 .6.4), c-1fis monic, and ( f) = (c-1f) (Theorem 111.3 .2) . Consequently we may 
assume that f is monic. By the First Isomorphism Theorem (Corollary III .2. 1  0), 

K[x]/( f) = K[x]/Ker <P ,..._, lm <P = Klu). 

Since K[u] is an integral domain, the ideal (f) is prime in K[x] by Theorem 111.2. 1 6. 
Theorem 111 .3 .4 implies that f is irreducible and hence that the ideal (f) is maximal. 
Consequently, K[x]/(f) is a field (Theorem 111.2.20). Since K(u) is the smallest 
subfield of F containing K and u and since K(u) ::> K[u] '"'"' K[x]/( f), we must have 
K(u) = K[u] . The uniqueness of /follows from the facts that /is monic and 

g(u) = 0 � g e Ker <P = ( f) � fdivid�s g. 

(iv) Every element of K(u) = K[u] is of the form g(u) for some g e Klx] by Theo
rem 1 .3 .  The division algorithm shows that g = lJ f+ h with q,h e K[x] and deg h < 
degf. Therefore, g(u) = q(u) f(u) + h(u) = 0 + h(u) = h(u) = bo + b1u + · · · + bmum 
with m < n = deg f. Thus { l K,u, . . .  , un-1 } spans the K-vector space K(u). To see 
that { 1 K,u, . . .  , un-t } is linearly independent over K and hence a basis, suppose 

Then g = ao + a1x + · · · + an-Ixn-1 e K[x] has u as a root and has degree < n - 1 .  
Since f I g by (ii) and deg f = n, we must have g = 0 ;  that is, ai = 0 for all i, whence 
{ I K�U, • • • ' un-1 } is linearly independent . Therefore, { 1K,U, . • .  , un-1 J is a basis of 
K(u). 

(iii) is an immediate consequence of (iv). The equivalence of (iv) and (v) is a 
routine exercise. • 

Defin ition 1.7. Let F be an extension field of K and u E F algebraic over K. The 
monic irreducible polynomial f of Theorem 1 .6 is called the irreducible (or minimal or 
minimum) polynomial of u. The degree of u over K i� deg f = [K(u) : K]. 

I 
: 

I 
I 
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The following exarnple illustrates how Theorem 1 .6 and the techniques of its 
proof may be used for specific computations. 

EXAMPLE. The polynomial x3 - 3x - 1 is irreducible over Q (Theorem 
111.6.6 and Proposition 111.6.8) and has real root u (Exercise 111.6. 1 6(d)). By Theorem 
1 .6 u has degree 3 over Q and { 1 ,u,u2 l is a basis of Q(u) over Q. The element 
u4 + 2w + 3 z Q(u) = Q[u] may be expressed as a linear combination (over Q) of 
the basis elements as follows. The division algorithm (that is, ordinary long division) 
in the ring Q[x] shows that 

whence 

x4 + 2x3 + 3 = (x + 2)(x3 - 3x - 1 )  + (3x2 + 7 x + 5), 

u4 + 2u3 + 3 = (u + 2)(u3 - 3u - 1 )  + (3u2 + 7 u + 5) 
= (u + 2)0 + (3u2 + 1u + 5) 
= 3u2 + 1u + 5 .  

The multiplicative inverse of 3u2 + 1u + 5 in Q(u) may be calculated as follows. 
Since x3 - 3x - 1 is irreducible in Q[x] , the polynomials x3 - 3x - 1 and 
3x2 + 1x + 5 are relatively prime in Q[x] . Consequently, by Theorem 111.3 . 1 1 there 
exist g(x), h(x) E Q[x] such that 

(x3 - 3x - 1 )g(x) + (3x2 + 1x + 5)h(x) = 1 .  

Therefore, since u3 - 3u - 1 = 0 we have 

(3u2 + 1u + 5)h(u) = 1 

so that h(u) s Q[u] is the inverse of 3u2 + 1u + 5. The polynomials g and h may be 
explicitly computed via the Euclidean algorithm (Exercise 111 .3. 1 3) :  g(x) = - 7/37 x 
+ 29/ 1 1 1 ,  and h(x) = 7/1 1 1 x2 - 26/1 1 1  x + 28/ 1 1 1 .  Hence h(u) = 7/ 1 1 1  u2 -
26/1 1 1  u + 28/1 1 1 .  

Suppose E is an extension field of K, F is an extension field of L,  and u : K � L is 
an isomorphism of fields. A recurrent question in the study of field extensions is: 
under what conditions can u be extended to an isomorphism of E onto F. In other 
words, is there an isomorphism -r : E � F such that T I K = u? We shall answer this 
question now for simple extension fields and in so doing obtain criteria for two 
simple extensions K(u) and K(v) to be isomorphic (also see Exercise 1 6) .  

Recall that if u : R � S is an isomorphism of rings, then the map R[x] � S[x] 
given by � r1xi � � u(ri)xi is also a ring isomorphism (Exercise 111 .5 .1  ) . Clearly 

'l, '1, 

this map extends u. We shall denote the extended map R[x] � S[x] by u also and the 
image of fs R[x] by uf. 

Theorem 1.8. Let u : K � L be an isomorphism of fields, u an element of some ex
tension field ofK and v an element of some extension field of L. Assume either 

(i) u is transcendental over K and v is transcendental ODer L ;  or 
(ii) u is a root of an irreducible polynomial f E K[x] and v is a root of uf E L[xJ. 

Then u extends to an is(nnorphism of fields K(u) ""'"' L(v) which maps u onto v. 
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SKETCH OF PROOF. (i) By the remarks preceding the theorem u extends to 
an isomorphism K[x] "'-/ L[x]. Verify that this map in turn extends to an isomorphism 
K(x) ---+ L(x) given by h/ g � uh/ ug. Therefore� by Theorem 1 .5 we have K(u) "-' 
K(x) � L(x) ::::: L(v). The composite map extends a and maps u onto v. 

(ii) It suffices to assume that f is monic. Since u : K[x] "'"' L[x] this implies that 
ufe L[x] is monic irreducible. By the proof of Theorem 1 .6 the maps 

cp : K[x]/( f) ---+ K[u] = K(u) and l/t :  L[x]j(uf) � L[v] = L(v), 

given respectively by \C[g + ( f)] = g(u) and l/;[h + (uf)] = h(v), are isomorphisms. 
The map 0 :  K[x]/( f) ---+ L [x]/(uf) given by O[g + (f)] = ug + (uf) is an isomor
phism by CorolJary III .2. 1 1 .  Therefore the composite 

-t 8 "' 
K(u) � K[x]j(f) � L[x]/(uf) � L(v) 

is an isomorphism of fields such that g{u) � (ug)(v). In particular, 1/;0cp-1 agrees with 
a on K and maps u onto v (since a( l x) = l L  by Exercise III. 1 . 1 5 ). • 

Corol lary 1.9. Let E and F each be extension fields ofK and let u e E and v e F be 
algebraic over K .  Then u and v are roots of the same irreducible polynomial f e K[x] if 
and only if there i.l an isomorphism of fields K(u) "'"' K(v) which sends u onto v and is 
the identity on K. 

PROOF. (�) Apply Theorem 1 .8 with u = l n  (so that uf = /for all fe K[x]). 
( ¢=) Suppose u : K(u) "'"' K(v) with u(u) = v and u(k) = k for all k e K. Let 

n 

fe K[x] be the irreducible polynomial of the algebraic element u. If f = L kixi, 
i :s: O  

then 0 = f(u) = to k,u•. Therefore, 0 = u(to k;li) = � u(k,u') = � u(k;)u(u') 
n 

= L k�u(u)i = L kivi = f(v) . • 
i i = O  

Up to this point we have always dealt with a root of a polynomial fe K[x] in some 
given extension field F of K. The next theorem shows that it really is not necessary to 
have F given in advance. 

Theorem 1.10. If K is afield and f e K[x] polynomial of degree n, then there exists a 
simple extension field F = K(u) ofK such that : 

(i) u e F is a root off; 
(ii) [K(u) : K] < n, with ecjuality holding if and only if f is irreducible in K[x] ; 

(iii) iff is irreducible in K[x], then K(u) is unique up to an isomorphism which is the 
identity on K. 

REMARK. In view of (iii) it is customary to speak of the field F obtained Qy ad
joining a root of the irreducible polynomial f e K[x] to the field K. 

SKETCH OF PROOF OF 1.10. We may assume that / is irreducible (if not, 
replace f by one of its irreducible factors). Then the ideal (f) is maximal in K[x] 
(Theorem III.3.4 and Corollary III .6.4) and the quotient ring F = K[x]/( f) is a j 

J 
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field (Theorem 1 11 .2.20). Furthermore, the canonical projection 7r : K[x] � K[x]/(J) 
= F, when restricted to K, is a monomorphism (since 0 is the only constant in  a 
maximal ideal of K[x]). Thus F contains 7r(K) � K, and therefore may be considered 
as an extension field of K (providing that K is identified with 7r(K} under the iso
morphism). For x e K[x], let u = 7r(x) e F. Verify that F = K(u) and that f(u) = 0 
in  F. Theorem 1 .6 implies statement (ii) and Corollary 1 .9 gives (iii). • 

In the remainder of this section we shall develop the essential basic facts about 
algebraic field extensions. 

Theorem 1.11. IfF is a finite dimensional exten�ion field of K, then F is fi1J.ite(v 
generated and algebraic over K. 

PROOF. If [F : K) = n and u e F, then the set of n + 1 elements { 1x,u,u2, • • •  , un } 
must be linearly dependent. Hence there are ai e K, not all zero, such that a0 + a1u + 
a2u2 + - - - + a71un = 0, which implies that u is algebraic over K. Since u was arbi
trary, F is algebraic over K. If { v1, . • •  , vn l is a basis of F over K, then it is easy to see 
that F = K(vt, . . .  , V11). • 

Theorem 1.12. If F is an extension field of K and X is a subset of F such that 
F = K(X) and every element of X is algebraic over K, then F is an algebraic extension 
of K. If X is a finite set, then F is finire dimensional over K. 

PROOF. If v e F, then v e K(u�, . . .  , un) for some Ui e X  (Theorem 1 .3) and there 
is a tower of subfields : 

Since u, is algebraic over K, it is necessarily algebraic over K(ut, . . .  , Ui-t) for each 
i > 2, say of degree ri. Since K(u. , . . .  , ui-1Xui) = K(ut, . . .  , ui) we have 
[K(u�, . . .  , ui) : K(ut, . . .  , Ui-t)] = ri by Theorem 1 .6. Let r1 be the degree of Ut over 
K; then repeated application of Theorem 1 .2 shows that [K(ut, . . .  , un) : K] 
= r1r2 · · · rn . By Theorem 1 . 1 1 K(ut, . . .  , un) (and hence v) is algebraic over K. Since 
v e F was arbitrary, F is algebraic over K. If X =  { Ut ,  . . .  , un } is finite, the same 
proof (with F = K(u., . . .  ' Un}) shows that [F : K] = rtr2 · . .  rn is finite. • 

Theorem 1.13.  If F is an algebraic extension field of E andE is an algebraic exten
sion field of K, then F is an algebraic extension of K. 

PROOF. Let u e F; since u i s  algebraic over £, bnun + · · · + btu + b0 = 0 for 
some bi e E (bn � 0). Therefore, u is algebraic over the subfield K(b0, • • •  , b71). Con
sequently, there is a tower of fields 

K C K�bo, . . .  , bn) C K(bo, . . .  , bn)(u), 

with [K(b0 , • • •  , bn)(u) : K(b0 , • • •  , bn)J finite by Theorem 1 .6 (since u is algebraic over 
K(b0, • • •  , bn)) and [ K(b0, • • •  , hn) : K] finite by Theorem 1 . 12  (since each hi e E is 
algebraic over K). Therefore, [K(bo, . . .  , bn}(u) : K] is finite (Theorem 1 .2). Hence 
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u e K(b0, • • •  , bn)(u) is algebraic over K (Theorem Ll l ). Since u was arbitrary, F is 
algebraic over K. • 

Theorem 1.14. Let F be an extension field ofK and E the set of all elements ofF 
which are algebraic over K. Then E is a subfield ofF (which is, of course, algebraic 
over K). 

Clearly the subfield E is the unique maximal algebraic extension of K contained 
in  F. 

PROOF OF 1.14. If u,v e: E, then K(u,v) is an algebraic extension field of K by 
Theorem 1 . 1 2. Therefore, since u - v and uv-1 (v � 0) are in K(u,v) , u - v and 
uv-1 e: E. This implies that E is a field (see Theorem 1.2.5). • 

APPEN DIX: RULER AN D COM PASS CONSTRUCTIONS 

The word "ruler·· is to be considered as a synonym for straightedge (as is cus
tomary in geometric discussions). We shall use field extensions to settle two famous 
problems of antiquity : 

(A) Is it possible to trisect an arbitrary angle by ruler and compass constructions? 
(B) Is it possible via ruler and compass constructions to duplicate an arbitrary 

cube (that is, to construct the side of a cube having twice the volume of the given 
cube)? 

We shall assume as known all the standard ruler and compass constructions as 
presented in almost any plane geometry text. Example: given a straight line L and a 
point P not on L, the unique straight line through P and parallel L [resp. perpen
dicular to L] is constructible. Here and below "constructible" means "constructible 
by ruler and compass constructions." 

Furthermore we shall adopt the viewpoint of analytic geometry as follows. 
Clearly we may construct with ruler and compass two perpendicular straight lines 
(axes). Choose a unit length . Then we can construct all points of the plane with 
integer coordinates (that is, locate them precisely as the intersection of suitable con
structible straight lines parallel to the axes). As will be seen (Jresently, the solution to 
the stated problems will result from a knowledge of what other points in the plane 
can be constructed via ruler and compass constructions. 

If F is a subfield of the field R of real numbers, the plane of F is the subset of the 
plane consisting of all points (c,d) with c e: F, de:  F. If P,Q are distinct points in  the 
plane of F, the unique line through P and Q is called a line in F and the circle with 
center P and radius the l ine segment PQ is called a circle in F. It is readily verified 
that every straight line in F has an equation of the form ax + by + c = 0 (a,b,c e: F) 
and every circle in F an equation of the form x2 + y2 + ax + by + c = 0 (a,b,c e: F) 
(Exercise 24). 

Lem ma 1 .15. Let F be a suhfield of the field R of real numbers and let LhL2 be 
nonparallel lines in F and C�,C2 distinct circles in F. Then 
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(i) L1 n L2 is a point in the plane ofF; 
(ii) Lt n C1 = 0 or consists of one or two points in the plane ofF(�) for some 

u E F (u > 0) ; 
(iii) Ct n C2 = 0 or consists of one or two points in the plane ofF(�) for some 

u € F (u > 0). 

SKETCH OF PROOF. (i) Exercise. (iii) If the circles are Ct : x2 + y2 + atx + 
bty + Ct = 0 and c2 : x2 + y2 + a2x + b2y + C2 = 0 (ai,bi,Ci € F by the remarks pre
ceding the lemma), show that C1 n C2 is the same as the intersection of C1 or C2 
with the straight line L : (at - a2)x + (bt - b2)Y + (c1 - c2) = 0. Verify that L is a 
line in  F; then case (iii) reduces to case (ii). 

(ii) Suppose L1 has the equation dx + ey + f = 0 (d,e,f E F). The case d = 0 is 
left as an exercise; if d � 0, we can assume d = 1 (why?), so that x = (- ey - f). If 
(x,y) E Lt n Ct, then substitution gives the equation of Ct as 0 = ( -ey - [)2 + 
y2 + a1(-ey - f) + btY + Ct = Ay2 + By + C = 0, with A,B,C € F. If A = 0, 
then y E F; hence x E F and x,y E F({i) = F. If A � 0, we may assume A = 1 .  Then 
y2 + By +  C = 0 and completing the square yields (y + B/2)2 + (C - W/4) = 0. 
This implies that either L1 n Ct = 0 or x,y E F(�u) with u = - C  + B2/4 > 0. • 

A real number c will be said to be constructible if the point (c,O) can be con

structed (precisely located) by a finite sequence of ruler and compass constructions 

that begin with points with integer coordinates. The constructibility of c (or (c,O)) is 

clearly equivalent to the constructibility (via ruler and compass) of a line segment of 
length I c 1 .  Furthermore the point (c,d) in the plane may be constructed via ruler 
and compass if and only if both c and d are constructible real numbers. The integers 
are obviously constructible, and it is not difficult to prove the following facts (see 
Exercise 25) : 

(i) every rational number is constructible; 
(ii) if c > 0 is constructible, so is �c; 

(iii) if  c,d are constructible, then c ± d, cd, and c/ d (d � 0) are constructible, so 
that the constructible numbers form a subfield of the real numbers that contains 
the rationals. 

Pro position 1.16. lf a real number c is constructible, then c is algebraic of degree a 
power of2 over the field Q of rationals. 

PROOF. The preceding remarks show that we may as well take the plane of Q as 
given. To say that c is constructible then means that (c,O) may be located (con
structed) by a finite sequence of allowable ruler and compass constructions be
ginning with the plane of Q. In the· course of these constructions various points of the 
plane will be determined as the intersections of lines and/ or circles used in the con
struction process. For this is the only way to arrive at new points using only a ruler 
and compass. The first step in the process is the construction of a line or circle, 
either of which is completely determined by two points (center P and radius PT for 
the c ircle). Either these points are given as being in the plane of Q or else they may be 
chosen arbitrarily, in which case they may be taken to be in the plane of Q also. 
Similarly at each stage of the construction the two points that determine the line or 
circle used may be taken to be either points in the plane of Q or points constructed 
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in previous steps. In view of Lemma I . 1 5  the first new point so constructed lies in the 
plane of an extension field Q( "\}u) of Q, with u e: Q, or equivalently in the plane of an 
extension Q(v) with v'l e: Q. Such an extension has degree 1 = 2° or 2 over Q (de
pending on whether or not v e: Q). Similarly the next new point constructed lies in the 
plane of Q(v,w) = Q(v)(w) with w2 e: Q(v). It follows that a finite sequence of ruler 
and compass constructions gives rise to a finite tower of fields : 

with vi2 e: Q(v�, . . .  , v2·-1> and [Q(v., . . . , vt) : Q(v�, . . .  , Vi-1)] = 1 or 2 (2 < i < n). 
The point (c,O) constructed by this process then lies in the plane of F = Q(vt, . . .  , Vn). 
By Theorem 1 .2, [F : Q] is a power of two. Therefore, c is algebraic over Q (Theo
rem 1 . 1 1). Now Q C Q(c) C F implies that [Q(c) : Q] divides [F : Q] (Theorem 1 .2), 
whence the degree [Q(c) : Q] of c over Q is a power of 2. • 

Corollary 1.17. An angle of 60° cannot be trisected by ruler and compass con
structions. 

PROOF. If it were possible to trisect a 60° angle, we would then be able to 
construct a right triangle with one acute angle of 20°. It would then be possible to 
construct the real number (ratio) cos 20° (Exercise 25). However for any angle a, 
elementary trigonometry shows that 

cos 3a = 4 cos3 a - 3 cos a. 

Thus if a = 20°, then cos 3a = cos 60° = ! and cos 20° is a root of the equation 
! = 4x3 - 3x and hence of the polynomial 8x3 - 6x - 1 .  But this polynomial is 
irreducible in Q[x] (see Theorem III. 6.6 and Proposition III.6.8). Therefore cos 20° 
has degree 3 over Q and cannot be constructible by Proposition 1 . 16. • 

Corollary 1.18. It is impossible by ruler and compass constructions to duplicate a cube 
of side length 1 (that is, to construct the side ofa cube ofvolume 2). 

PROOF .. If s is the side length of a cube of volume 2, th.en s is a root of x3 - 2, 
which is irreducible in Q[x] by Eisenstein's Criterion (Theorem III.6.1 5). Therefore 
s is not constructible by Proposition 1 . 1 6. • 

EX E R C I S E S 
Note: Unless specified otherwise F is always an extension field of the field K and 

Q,R,C denote the fields of rational, real, and complex numbers respectively. 

1 .  (a) [F : K] = I if and only if F = K. 
(b) If [F : KJ is prime, then there are no intermediate fields between F and K. 
(c) lf  u e: F has degree n over K, then n divides [F : K]. 

2. Give an example of a finitely generated field extension, which is not finite di
mensional . [Hint: think transcendentaL] 
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3.  If u�, . . . , Un E F then the field K(ut . . . .  , un) is (isomorphic to) the quotient field 
of the ring K[u., . . .  , un]-

4. (a) For any u., . . . , u, e F and any permutation u E Sn, K(ut, . . .  , un) 

= K( Ua(l) , . . . , Ua<,., ). 
(b) K(Ut, . . .  , Un-t)(u,) = K(u., . . .  , Un). 
(c) State and prove the analogues of (a) and (b) for K[u., . . .  , un]. 
(d) If each Ui is algebraic over K, then K(u. , . . .  , un) = K[u. , . . .  , u,t] . 

5. Let L and M be subfields of F and LM their composite. 
(a) If K c L n M and M = K(S) for some S c M, then LM = L(S). 
(b) When is it true that LM is the set theoretic union L U M? 
(c) If £., . . .  , En are subfields of F, show that 

Et& · · · En = E.(E2(Ez( · · · (En-t(En))) · · · ). 

6. Every element of K(x. ,  . . .  , xn) which is not in K is transcendental over K. 

7. If v is algebraic over K(u) for some u E F and v is transcendental over K, then u is 
algebraic over K(v). 

8. If u E F is algebraic of odd degree over K, then so is u2 and K(u) = K(u2). 

9. If xn - a E K[x] is irreducible and u E F is a root of xn - a and m divides n, then 
prove that the degree of um over K is n/ m. What is the irreducible polynomial for 
um over K? 

1 0. If F is algebraic over K and D is an integral domain such that K C D C F, then 
D is a field. 

1 1 . (a) Give an example of a field extension K C F such that u,v E F are transcen
dental over K, but K(u,v) � K(xhx2). [Hint: consider v over the field K(u).] 

(b) State and prove a generalization of Theorem 1 .5 to the case of n transcen
dental elements u., . . . , u, . . 

1 2. If d > 0 is an integer that is not a square describe the field Q('Vd) and find a set 
of elements that generate the whole field. 

1 3 .  (a) Consider the extension Q(u) of Q generated by a real root u of x3 - 6x2+ 

9x + 3 .  (Why is this irreducible?) Express each of the following elements in 
terms of the basis { 1 ,u,u2 } : u4;u5;3u5 - u4 + 2 ;  (u + I )-1 ; (u2 - 6u + 8)-1• 
(b) Do the same with respect to the basis { l ,u,u2,u3,u4 } of Q(u) where u is a real 
root of x5 + 2x + 2 and the elements in question are : (u2 + 2)(u3 + 3u);u-1 ; 
u4(u4 + 3u2 + 7u + 5) ;(u + 2)(u2 + 3)-1 • 

14. (a) If F = Q( �, �), find [F : Q] and a basis of F over Q. 
(b) Do the same for F = Q(i, �,w), where i E C, 1"2 = - 1 ,  and w is a com
plex (nonreal) cube root of 1 .  

1 5 . In the field K(x), let u = x3/(x + 1 ) .  Show that K(x) is a simple extension of the 
field K(u). What is [K(x) : K(u)]? 

1 6. In the field C, Q{i) and Q( �) are isomorphic as vector spaces, but not as fields. 

1 7. Find an irreducible polynomial /of degree 2 over the field Z2. Adjoin a root u of 
ftoZ2 to obtain a fieldZ2(u) of order 4. Use the same method to construct a field 
of order 8. 
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18 .  A complex number is said to be an algebraic number if it is algebraic over Q and 
an algebraic integer if it is the root of a monic polynomial in Z[x] . 

(a) If u is an algebraic number, there exists an integer n such that nu is an 
algebraic integer. 

(b) If r c Q is an algebraic integer, then r c Z. 
(c) If u is an algebraic integer and n c Z, then u + n and nu are algebraic 

integers. 
(d) The sum and product of two algebraic integers are algebraic integers. 

1 9. If u,v c F are algebraic over K of degrees m and n respectively, then 
[K(u,v) : K] < mn. If (m,n) = 1 ,  then [K(u,v) : K] = mn . 

20. Let L and M be intermediate fields in the extension K C F. 
(a) [LM : K] is finite if and only if [L : K] and [M : K] are finite. 
(b) If [LM : K] is finite, then [L : KJ and [M : K] divide [LM : KJ and 

[ LM : K] < [L : KJ[ M : K]. _ 

(c) If [L : K] and [M : K] are finite and relatively prime, then 

[LM : KJ = [L : KJ[M : K]. 

(d) If L and M are algebraic over K, then so is LM. 

21 . (a) Let L and M be intermediate fields of the extension K C F, of finite dimen
sion over K. Assume that [LM : KJ = [ L : KJ[ M : K] and prove that L n M = K. 
(b) The converse of (a) holds if [L : KJ or [M : K] is 2. 
(c) Using a real and a nonreal cube root of2 give an example where L n M = K, 
[L : KJ = [M : K] = 3, but [LM : KJ < 9. 

22. F is an algebraic extension of K if and only if for every intermediate field E every 
monomorphism u : E -4 E which is the identity on K is in fact an automorphism 
of E. 

23. If u c F is algebraic over K(X) for some X C F then there exists a finite subset 
X' c X such that u is algebraic over K(X'). 

24. Let F be a subfield of R and P,Q points in the Euclidean plane whose coordinates 
lie in F. 

(a) The straight l ine through P and Q has an equation of the form 
ax + by + c = 0, with a,b,c c F. 

(b) The circle with center P and radius the line segment PQ has an equation 
of the form x2 + y2 + ax + by + c = 0 with a,b,c c F. 

25. Let c,d be constructible real numbers. 
(a) c + d and c - d are constructible. 
(b) If d � 0, then cjd is constructible. [Hint: If (x,O) is the intersection of the 

x axis and the straight line through (0, 1 )  that is parallel the line through (O,d) 
and (c,O), then x = cj d.J 

(c) cd is constructible [Hint: use (b)j . 
(d) The constructible real numbers form a subfield containing Q. 
(e) If c > 0, then � is constructible. [Hint: If y is the length of the straight 

line segment perpendicular to the x axis that joins (1 ,0} with the (upper half of 
the) circle with center ((c + 1 )/2,0) and radius (c + 1)/2 then y = 'Vc.] 
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26. Let £1 and £2 be subfields of F and X a subset of F. If every element of £1 is 
algebraic over E2, then every element of Et(X) is algebraic over E2(X). (Hint: 
Et(X) C (£2(X))(Et) ;  use Theorem 1 . 12.1 

2. THE FU N DAM ENTAL TH EOREM 

The Galois group of an arbitrary field extension is defined and the concept of a 
Galois extension is defined in  terms of the Galois group. The remainder of the section 
is devoted to proving the Fundamental Theorem of Galois Theory (Theorem 2.5), 
which enables us to translate problems involving fields, polynomials, and extensions 
into group theoretical terms. An appendix at the end of the section deals with sym
metric rational functions and provides examples of extensions having any given finite 
group as Galois group. 

Let F be a field. The set Aut F of all (field) automorphisms F � F forms a group 
under the operation of composition of functions (Exercise 1 ). In general, it is not 
abelian. It was Galois't remarkable discovery that many questions about fields 
(especially about the roots of polynomials over a field) are in fact equivalent to cer
tain group-theoretical questions in the automorphism group of the field. When these 
questions arise, they usually involve not only F, but also a (suitably chosen) subfield 
of F; in other words we deal with field extensions. 

If F is an extension field of K, we have seen in Section I that the K-module (vector 
space) structure of F is of much significance . Consequently� it seems natural to con

sider those automorphisms of F that are also K-module maps. Clearly the set of all 
such automorphisms is a subgroup of Aut F. 

More generally let E and F be extension fields of a field K. If u : E � F is a non
zero homomorphism of fields, then u(lE) = IF  by Exercise III. l . l 5 . If u is also a 
K-module homomorphism, then for every k e K 

u(k) = u(k1E) = ku(lE) = kiF  = k. 

Conversely, if a homomorphism of fields u :  E � F fixes K elementwise (that is, 
u(k) = k for all k E K), then u i s  nonzero and for any u e E, 

u(ku) = u(k)a{u) = ku(u) 

whence u is a K-module homomorphism. 

Defin ition 2.1.  Let E and F be extension fields ofafieldK. A nonzero map u : E � F 
which is both a field and a K-module homomorphism is called a K-homomorphism. 
Similarly if a field automorphism a e Aut F is a K-homomorphism, then u is called a 
K-automorphism of F. The group of all K-automorphisms of F is called the Galois 
group of F over K and is denoted AutKF. 

REMARKS. K-monomorphisms and K-isomorphisms are defined in  the obvious 
way. Here and below the identity element of AutKF and its identity subgroup will 
both be denoted by 1 .  

EXAMPLE. Let F = K(x), with K any field. For each a e K with a � 0 the map 
ua : F -- F given by f(x)jg(x) � f(ax)/g(ax) is a K-automorphism of F; (this may 
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be verified directly or via Corollaries 111.2 .21(iv), 111 .4.6, and 111 .5.6, and Theorem 
111.4.4(ii)). If K is infinite, then there are infinitely many distinct automorphisms u a ,  

whence AutKF is infinite. Similarly for each b E K, the map Tb : F ---+ F given by 
f(x)/g(x) 'r f(x + b)jg(x + b) is a K-automorphism of F. If a �  1K  and b � 0, 
then UaTb � TbUa, whence AutKF is nonabelian. Also see Exercise 6. 

Theorem 2.2. Let F be an extension field ofK and f E K[x] . lfu E F is a root of f and 
u E AutKF, then u(u) E F is also a root off. 

n 

PROOF. If f = L kixi, then f(u) = 0 implies 0 = u( f(u)) = rr(Lkiui) 
i = l 

= Lu(ki)u(ui) = 2;: kiu(u)i = f(u(u)). • 
"' 

One of the principal applications of Theorem 2.2 is in the situation where u is 
algebraic over K with irreducible polynomial f E K[x] of degree n.  Then any 
u E AutKK(u) is completely determined by its action on u (since { 1K .,u,u2, • • • , un-t } 
is a basis of K(u) over K by Theorem 1 .6). Since u(u) is a root of fby Theorem 2.2., 
IAutKK(u)l < m, where n1 is the number of distinct roots of f in  K(u) ; (m < n by 
Theorem III.6. 7). 

EXAMPLES. Obviously if F = K, then AutKF consists of the identity element 
alone. The converse, however, is false. For instance, if u is a real cube root of 2 (so 
that Q C Q(u) C R), then AutQQ(u) is the identity group. For the only possible 

-#=: 
images of u are the roots of x3 - 2 and the other two roots are complex. Similarly, 
A utQR is the identity (Exercise 2). 

EXAMPLES. C = R{i) and ±i  are the roots of x2 + I .  Thus AutRC has order 
at most 2. I t is easy to verify that complex conjugation (a + hi � a - hi) is a non
identity R-automorphism of C, so that IAutaCI = 2 and hence AutaC � Z2. Simi
larly AutQQ("J) r-...:. Z2. 

EXAMPLES. If F = Q( 'V2, 'V3) = Q( "V2)( 'V3), then since x2 - 3 is irreducible 
over Q( 'V2) the proof of Theorem 1 .2 and Theorem 1 .6 show that t 1 ,  "V2, 'V3, \}6 } is 
a basis ofF over Q. Thus if u � AutQF, then rr is completely Qetermined by u( \}2) and 
u('V3). By Theorem 2.2 rr('Vl) = ±'V2 and u(\}3) = ±"V3 and this means that there 
are at most four distinct Q-automorphisms of F. It is readily verified that each of the 
four possibilities is indeed a Q-automorphism of F and that AutQF 1"..1 z'l. EB z2. 

It is shown in the appendix (Proposition 2. 1 6) that for any given finite group G, 
there is an extension with Galois group G. It is still an open question as to whether or 
not every finite group is the Galois group of some extension over a specific field 
(such as Q). 

The basic idea of what is usually called Galois Theory is to set up some sort of 
correspondence between the intermediate fields of a field extension K C F and the 
subgroups of the Galois group A utKF. Although the case where F is finite dimen
sional over K is of the most interest, we shall  keep the discussion as general as 
possible for as long as we can. The first step in establishing this correspondence is 
given by 
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Theorem 2.3. Let F be an extension field of K, E an intermediate field and H a sub
group of AutKF. Then 

(i) H' = { v E F I u(v) = v for all u c H l is an intermediate field of the extension; 
(ii) E' = { u c AutKF I u(u) = u for all u c E}  = AutEF is a subgroup of AutKF. 

PROOF. Exercise. • 

The field H' is called the fixed field of H in F (although this is a standard term 
there is no universal notation for it, but the "prime notation"" will prove useful). 
Likewise, whenever it is convenient, we shall continue to denote the group AutEF in 
this context as £'. If we denote AutKF by G, i t  is easy to see that on the one hand, 

F' = AutpF = I and K' = AutKF = G; 

and on the other, 1 '  = F (that is, F is the fixed field of the identity subgroup). It is 
not necessarily true, however, that G' = K (as can be seen in the first examples after 
Theorem 2.2, where G = 1 and hence G' = F � K; also see Exercise 2). 

Defin ition 2.4. Let F be an extension field ofK such that thefixedfield of the Galois 
group AutKF is K itself. Then F is said to be a Galois extension (field) ofK or to be 
Galois over K. 1 

REMARKS. F is Galois over K if and only if for any u c F - K, there exists a 
K-automorphism u c AutKF such that u(u) � u. If F is an arbitrary extension field of 
K and K0 is the fixed field of AutKF (possibly Ko � K), then it is easy to see that F is 
Galois over K0 , that K C K0 , and that AutKF = AutK0F. 

EXAMPLES. C is Galois over R and Q( �3) is Galois over Q (Exercise 5). If K 
is an infinite field� then K(x) is Galois over K (Exercise 9). 

Although a proof is sti ll some distance away, it is now possible to state the 
Fundamental Theorem of Galois Theory, so that the reader wilJ be able to see just 
where the subsequent discussion is headed. If L�M are intermediate fields of an ex
tension with L C M, the dimension [ M : L] is called the relative dimension of L and 
M. Similarly, if H,J are subgroups of the Galois group with f/ < J, the index [J : H] 
is called the relative index of H and J. 

Theorem 2.5. (Fundamental Theorem of Galois Theory) If F is a jz'nite dimensional 
Galois extension of K, then there is a one-to-one correspondence between the set of all 

1A Galois extension is frequently req uired to be finite dimensional or at least algebraic 

and is defined i n  terms of normality and separability, which will be discussed i n  Section 3. 
I n  the finite dimensional case our definition is equivalent to the usual 011e. Our definition is 
essentially due to Artin, except that he calls such an extension "normal." Since this use of 

unormal',. conflicts (in case char F "#: 0) with the definition of "normal" used by many 
other authors� we have chosen to follow Artin· s basic approach, but to retain the (more or 

less) conventional terminology. 
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intermediate fields of the extension and the set of all subgroups of the Galois group 
AutKF (given by E � E' = AutEF) such that: 

(i) the relative dimension of two intermediate fields is equal to the relative index of 
the corresponding subgroups; in particular, AutKF has order [F : KJ ; 

(ii) F is Galois over every intermediate field E, but E is Galois over K if and only if 
the corresponding subgroup E' = AutEF is normal in G = AutKF; in this case G/E' is 
(isomorphic to) the Galois group AutKE o fE over K. 

The proof of the theorem (which begins on p. 251) requires some rather lengthy 
preliminaries. The rest of this section is devoted to developing these. We leave the 
problem of constructing Galois extension fields and the case of algebraic Galois ex
tensions of arbitrary dimension for the next section. The reader should note that 
many of the propositions to be proved now apply to the general case. 

As indicated in  the statement of the Fundamental Theorem, the so-called Galois 
correspondence is given by assigning to each intermediate field E the Galois group 
AutEF ofF over E. It  will turn out that the inverse of this one-to-one correspondence 
is given by assigning to each subgroup H of the Galois group its fixed field in F. It 
will be very convenient to use the uprime notation" of Theorem 2.3, so that E' de
notes AutEF and H' denotes the fixed field of H in F. 

It may be helpful to visualize these priming operations schematically as follows. 
Let L and M be intermediate fields of the extension K C F and let J,H be subgroups 
of the Galois group G = AutKF. 

F • I  F •  I 1 

u 1\ u 1\ 
M f ... M' H'� J H  
u 1\ u 1\ 

L .- L' J' 4 i J 

u 1\ u 1\ 
K � ....- G· ' K G. 

Formally, the basic facts about the priming operations are given by 

Lem ma 2.6. Let F be an extension field ofK with intermediate fields L and M .  Let H 
and J be subgroups ofG = AutKF. Then: 

(i) F' = 1 and K' = G; 
(i') 1 I = F;  
(ii) L C M ==:) M' < L' ; 
(ii') H < J � J' c H' ; 
(iii) L C L" and H < H'' (where L" = (L')' and H" = (H')'); 
(iv) L' = L"' and H' = H"'. 

SKETCH OF PROOF. (i)-(iii) follow directly from the appropriate definitions. 
To prove the first part of (iv) observe that (iii) and (ii) imply L'" < L' and that (iii) 
applied with L' in place of H implies L' < L"'. The other part is proved similarly. • 
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REMARKS. It is quite possible for L" to contain L properly (similarly for H" 
and H). F is Galois over K (by definition) if G' = K. Thus since K' = G in any case, 
F is Galois over K if and only if K = K". Similarly F is Galois over an intermediate 
field E if and only if E = E". 

Let X be an intermediate field or subgroup of the Galois group. X will be called 
closed provided X = X".  Note that F is Galois over K i f  and only if K is closed. 

Theorem 2.7. IfF is an extension field ofK, then there is a one-to-one correspondence 
between the closed intermediate fields of the extension and the closed subgroups of the 
Galois group, given by E � E' = AutEF. 

PROOF. Exercise ; the inverse of the correspondence is given by assigning to 
each closed subgroup H its fixed field H'. Note that by Lemma 2.6(iv) all primed 
objects are closed. • 

This theorem is not very helpful until we have some more specific information as 
to which intermediate fields and which subgroups are closed. Eventually we shall 
show that in an algebraic Galois extension all intermediate fields are closed and that 
in the finite dimensional case all subgroups of the Galois group are closed as well . 
We begin with some technical lemmas that give us estimates of various relative di
menstons. 

Lemma 2.8. Let F be an extension field of K and L,M intermediate fields with 
L C M. If (M : L] is finite, then [L' : M'] < [M : L] . In particular, if [F : K] is 
finite, then jAutKFI < [F : KJ. 

PROOF. We proceed by induction on n = [M : LJ, with the case n = 1 being 
trivial. If n > 1 and the theorem is true for all i < n, choose u e M with u t L. Since 
[M : LJ is finite, u is algebraic over L (Theorem 1 . 1 1) with irreducible polynomial 
f e L[xJ of degree k > 1 .  By Theorems 1 .6 and 1 . 1 ,  [L(u) : LJ = k and [M : L(u)J = n/ k. 
Schematically we have:  

M l  

n/k u 

n L(u) ! 

k u 
L �  

,.. M' 

1\ 

... L(u)' 

1\ 

.. L'. 

There are now two cases. If k < n, then I < n/ k < n and by induction [L' : L(u)'] < k 
and fL(u)' : M'J < n/ k.  Hence (L' : M'J = [L' : L(u)'][L(u)' : M'] < k(n/ k) = n 
= [M : LJ and the theorem is proved. On the other hand if k = n, then [M : L(u)] = 1 
and M = L(u). In  order to complete the proof in this case, we shall construct an in
jective map from the set of S of al l  left cosets of M' in L' to the set T of all distinct 
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roots (in F) of the polynomial /c. L[x), whence lSI < IT I .  Since ITI < n by Theorem 
111.6.7 and lSI = [L' : M'] by definition, this will show that [L' : M'] < ITI < n 
= [M : L] . The final statement of the theorem then follows immediately since 
IAutKFI = [AutKF : 1 ]  = [K' : F'] < [F : K] . 

Let rM' be a left coset of M' in L'. If u c. M' = AutMF, then since u c. M, 
ru(u) = T(u) . Thus every element of the coset TM' has the same effect on u and maps 
u � r(u). Since T c. L' = AutLF, and u is a root off c. L[x] , r(u) is also a root of /by 
Theorem 2.2. This implies that the map S � T given by T M' � T(u) is well defined. 
If  T(u) = r0(u) (T,To c. L:), then To-

1
T(u) = u and hence To-1T fixes u. Therefore, To-1T 

fixes L(u) = M elementwise (see Theorem 1 .6(iv)) and To-1T c. !vi'. Consequently by 
Corollary 1 .4.3 ToM' = r M' and the map S � T is injective. • 

Several important applications of Lemma 2.8 are treated in toe appendix. We 
now prove an analogue of Lemma 2.8 for subgroups of the Galois group. 

Lem ma 2.9. Let F be an extension field ofK and let H,J be subgroups of the Galois 
group AutKF with H < J. lf [J : H] is finite, then [H' : J'] < [J : H] . 

PROOF. Let [J : HJ = n and suppose that [H' : J'] > n. Then there exist 
u1,u2, . . .  , un+I c. H' that are linearly independent over J' . Let { Tt,T2, . . .  , T n } be a 
complete set of representatives of the left cosets of H in  J (that is, J = r:1H U r:2H 
U · · · U T nH and Ti-1Ti E H if and only if i = j) and consider the system of n homo
geneous linear equations in n + 1 unknowns with coefficients T"(u1) in  the field F: 

Tt(Ut)XI + Tt(U'2)X'2 + TJ(Ua)Xa + · · · + Tt(U�+J)Xn+l = 0 

T2(u.)xt + T2(u2)X2 + T2(ua)Xa + · · · + riun+t)Xn+l = 0 

(1) 

Such a system always has a nontrivial solution (that is� one _different from the zero 
solution x. = x2 = · · · = Xn+• = 0; see Exercise VII.2.4(d)). Among all such non
trivial solutions choose one, say x1 = a., . . . , Xn+t = an+I with a minimal number of 
nonzero ai. By reindexing if necessary we may assume that x. = a. , . . .  , Xr = ar, 
Xr-+ 1 = · · · = Xn+I = 0 (ai � 0). Since every multiple of a solution is also a solution 
we may also assume a1 = l p  (if not multiply through by at-1). 

We shall show below that the hypothesis that u., . . .  , Un+• c. H' are linearly inde
pendent over J' (that is, that [H' : J'] > n) implies that there exists u c. J such that 
Xt = Uat, X2 = ua2, . . . •  Xr = uar, Xr+l = · · · = Xn+l = 0 is a SOlution of the System 
( l )  and ua2 � a2. Since the difference of two solutions is also a solution, x. = a1 - ua1 , 

X2 = a2 - ua2, . . .  , Xr = ar - uar, Xr+l = · · · = Xn+l = 0, is also a SOlution Of (J) . 
But since a. - ua1 = I F  - 1 1" = 0 and a2 � ua2� it follows that x1 = 0, x2 = a2 -
ua'2, . . . ' X T = ar - uar, X T-t I = . . .  = X �+1 = 0 is a nontrivial sol uti on of ( 1 )  (x'2 � 0) 
with at most r - I nonzero entries. This contradicts the minimality of the solution 
Xt = a. , . . .  ' Xr = ar, Xr+l = . . . = Xn+1 = o_ Therefore [H' : J'] < n as desired. 
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To complete the proof we must find u E J with the desired properties. Now exactly 
one of the r ;, say r . ,  is in H by definition; therefore TI(u.) = u; E H' for all i. Since the 
ai form a solution of ( 1  ), the first equation of the system yields : 

The linear independence of the ui over J' and the fact that the ai are nonzero imply 
that some ai, say a2, is not in J'. Therefore there exists u E J such that ua2 � a2. 

Next consider the system of equations 

UTt(Ut)XI + UTt(U2)X2 + · · • + UTt(Un+I)Xn+l = 0 

UT2(Ut)XI + UT2(U2)X2 + · · · + UT2(Un+1)Xn+l = 0 

(2) 

It is obvious, since u is an automorphism and Xt = a�, . . . , Xr = ar, X r+l = . . . = 

Xn+l = 0 is a SOlution of (J), that X1 = ua., . . .  , Xr = Uar, Xr+l = · · · = Xn+l = Q iS a 
solution of (2). We claim that system (2), except for the order of the equations, is 
identical With System (1)  (SO that X1 = uat, • • •  , Xr = Uar, Xr+l = · · · = Xn+l = 0 is a 
solution of (1 )). To see this the reader should first verify the following two fa£ts. 

(i) For any u E J, { ur�,ur2, . . .  , urn } C J is a complete set of coset representa
tives of H in J; 

(ii) if r and () are both elements in the same coset of H in J, then (since IIi E H') 
t(ui) = O(ui) for i = 1 ,2, . . .  , n + 1 .  
It follows from (i) that there is some reordering i1, . • •  , in+ I of 1 ,2, . . .  , n + 1 ,  so 
that for each k = 1 ,2, . . .  , n + 1 urk and Tik are in  the same coset of H in J. By (ii) 
the kth equation of (2) is identical with the hth equation of (1) .  • 

Lemma 2.10. Let F be an extension field of K, L and M intermediate fields with 
L C M, and H,J subgroups of the Galois group AutKF with H < J. 

(i) 1/ L is closed and [M : L] finite, then M is closed and [L' : M'] = [M : L] ; 
(ii) ifH is closed and [J : H] finite, then J is closed and [H' : J'] = [J : H] ; 
(iii) ifF is a finite dimensional Galois extension ofK, then all intermediate fields 

and all subgroups of the Galois group are closed and AutKF has order [F : K] . 

Note that (ii) (with H = 1 )  implies that every finite subgroup of AutKF is closed. 

SKETCH OF PROOJ.1, OF 2.10. (ii) Applying successively the facts that 
J C J" and H = H" and Lemmas 2.8 and 2.9 yields 

[J : H] < [J" : H) = (J'' : H'') < [H' : J'] < [J : H] ; 

this implies that J = J" and [ H' : J'] = [J : H). (i) is proved similarly. 
(iii) If E is an intermediate field then [E : K] is finite (since [F : K] is). Since F is 

Galois over K, K is closed and (i) implies that E is closed and [K' : E'] = [E : K]. In 
particular, if E = F, then IAutKFI = [AutKF : 1 ]  = [K' : F'] = [F : K] is finite. 
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Therefore, every subgroup J of AutKF is finite. Since 1 -is closed (ii) implies that J is 
closed. • 

The first part of the Fundamental Theorem 2.5 can easily be derived from Theo
rem 2.  7 and Lemma 2.1  0. In order to prove part (ii) of Theorem 2.5 we must deter
mine which intermediate fields correspond to normal subgroups of the Galois group 
under the Galois correspondence. This will be done in the next lemma. 

If E is an intermediate field of the extension K c F, E is said to be stable (relative 
to K and F) if  every K-automorphism u E AutKF maps E into itself. If E is stable and 
u-1 E AutKF is the inverse automorphism, then u-1 also maps E into itself. This im
plies that u I E is in  fact a K-automorphism of E (that is, u I E E AutKE) with inverse 
u-1 I E. It will turn out that in the finite dimensional case E is stable if and only if E is 
Galois over K. 

Lemma 2.11. Let F be an extension field ofK. 

(i) /fE is a stable intermediate field of the extension, then E' = AutEF is a normal 
subgroup of the Galois group AutKF; 

(ii) if H is a normal subgroup of AutKF, then the fixed field H' of H is a stable 
intennediate field of the extension. 

PROOF. (i) If u E E and u E AutKF, then u(u) E E by stability and hence 
ru(u) = u(u) for any r E E' = AutEF. Therefore, for any u E AutKF, r E £' and u E E, 

u-1ru(u) = u-1u(u) = u. Consequently, u-1ru E E' and hence E' is normal in AutKF. 
(ii) If u E AutKF and r E H, then u-1ru E H by normality. Therefore, for any 

u E H', u-1ru(u) = u, which implies that ru(u) = u(u) for all r E H. Thus u(u) E H' 
for any u E H', which means that H' is stable. • 

In the next three lemmas we explore in some detail the relationships between 
stable intermediate fields and Galois extensions and the relationship of both to the 
Galois group. 

Lem ma 2.12. IfF is a Gaiois extensionfield ofK and E is a  stable intermediate field 
of the extension, then E is Galois over K. 

· 

PROOF. I f  u e E - K, then there exists u E AutKF such that u(u) � u since F is 
Galois over K. But u I E  E AutKE by stability. Therefore, E is Galois over K by the 
Remarks after Definition 2.4. • 

Lemma 2.13. lj.F is an extension field of K and E is an intermediate field of the ex
tension such that E is algebraic and Galois over K, then E is stable (relatiDe to F andK). 

REMARK. The hypothesis that E is algebraic is essential; see Exercise 13 .  

PROOF OF 2.13. If  u E E, let f E K[xJ be the irreducible polynomial of u and let 
u = u�, u2, . . .  , ur be the distinct roots of /that lie in E. Then r < n = deg fby Theo-
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rem III.6.7. If r E AutKE, then it follows from Theorem 2.2 that T simply permutes 
the Ui. This implies that the coefficients of the monic polynomial g(x) = (x - Ut) 
(x - u2) · · · (x - ur) E E[x] are fixed by every T E AutKE. Since E is Galois over K., we 
must have g E K[x] . Now u = u1 is a root of g and hence f I g (Theorem 1 .6(ii)). 
Since g is monic and deg g < deg J: we must have f = g. Consequently, all the roots 
off are distinct and lie in E. Now if cr E AutKF, then a(u) is a root of fby Theorem 2.2, 
whence a(u) E E. Therefore, E is stable relative to F and K. • 

Let E be an intermediate field of the extension K C F. A K-automorphism 
T E AutKE is said to be extendible to F if there exists a E AutKF such that cr I E =  T . 

It is easy to see that the extendible K-automorphisms form a subgroup of AutKE. 
Recall that if E is stable, E' = AutEF is a normal subgroup of G = AutKF (Lemma 
2 . 1  1) . Consequently, the quotient group G!E' is defined. 

Lemma 2.14. Let F be an extension field of K and E a stable intermediate field of the 
extension. Then the quotient group AutKF / AutEF is isomorphic to the group of all 
K-automorphisms of E that are extendible to F. 

SKETCH OF PROOF. Since E is stable, the assignment u � cr I E  defines a 
group homomorphism AutKF � AutKE whose image is clearly the subgroup of all 
K-automorphisms of E that are extendible to F. Observe that the kernel is AutEF and 
apply the First Isomorphism Theorem 1.5.7. • 

PROOF OF THEOREM 2.5. (Fundamental Theorem of Galois Theory) Theo
rem 2.7 shows that there is a one-to-one correspondence between closed intermediate 
fields of the extension and closed subgroups of the Galois group. But in this case all 
intermediate fields and all subgroups are closed by Lemma 2.1  O(iii). Statement (i) of 
the theorem follows immediately from Lemma 2 . 10(i). 

(ii) F is Galois over E since E is closed (that is, E = E"). E is finite dimensional 
over K (since F is) and hence algebraic over K by Theorem 1 . 1 1 .  Consequently, if E is 
Galois over K, then E is stable by Lemma 2. 13 .  By Lemma 2 . 1 1(i) E' = AutEF is 
normal in  AutKF. Conversely if E' is normal in AutKF, then E" is a stable inter
mediate field (Lemma 2. l l (ii)). But E = E" since all intermediate fields are closed 
and hence E is Galois over K by Lemma 2 . 12 . 

Suppose E is an intermediate field that is Galois over K (so that E' is normal in 
AutKF). Since E and E' are closed and G' = K (F is Galois over K), Lemma 2.10 
implies that I G/E' I = [G : E'] = [E" : G'] = [£ : K]. By Lemma 2. 14 G/E' = 
AutKF I AutEF is isomorphic to a subgroup (of order [E : KJ) of Aut.KE. But part 
(i) of the theorem shows that IAutnEI = [E : K] (since E is Galois over K). This 
implies that G IE' ,___ AutKE. • 

The modern development of Galois Theory owes a great deal to Emil Artin. Al
though our treatment is ultimately due to Artin (via I .  Kaplansky) his approach 
differs from the one given here in terms of emphasis. Artin's viewpoint is that the 
basic object is a given field F together with a (finite) group G of automorphisms of F. 
One then constructs the subfield K of F as the fixed field of G (the proof that the sub
set of F fixed elementwise by G is a field is a minor variation of the proof of Theo
rem 2.3). 
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Theorem 2.15. (Artin) Let F be afield, G a group ofautomorphisms of F and K the 
fixed field ofG in F. Then F is Galois over K. If G is finite, then F is a finite dimen
sional Galois extension of K with Galois group G. 

PROOF. In any case G is a subgroup of AutKF. lf u E F - K, then there must be 
a u E G such that u(u) -;e u. Therefore, the fixed field of AutKF is K, whence F is 
Galois over K. If G is finite, then Lemma 2.9 (with H = 1 ,  J � G) shows that 
[F : K] = [1 ' : G'] < [G : 1 ]  = I G J .  Consequently, F is finite dimensional over K, 
whence G = G" by Lemma 2 . 1  O(i ii). Since G' = K (and hence G" = K') by hy
pothesis, we have AutKF = K' = G'' = G. • 

APPEN DIX: SYMM ETRIC RATIONAL FU NCTIONS 

Let K be a field, K[xt , . . .  , x71] the polynomial domain and K(x1, • • •  , xn) 
the field of rational functions (see the example preceding Theorem 1 .5). Since 
K(x� , . . .  , Xn) is by definition the quotient field of K[xt, . . .  , xn), we have 
K[xt, . . .  , xn] C K(xt, . . .  , Xn) (under the usual identification of fwith f/1K). Let Sn 

be the symmetric group on n letters. A rational function 'P E K(x. , . . .  , xn) is said to 
be symmetric in Xt , • • •  , Xn over K if for every u E Sn ,  

Trivially every constant polynomial is a symmetric function. If n = 4, then the poly
nomials j. = Xt + X2 + Xa + X4, j; = X1X2 + XtXa + X1X4 + X2X3 + X2X4 + XaX4, 
j3 = x1x2xa + x1x2x4 + XtXaX4 + x2XaX4 and j;. = x1x2XaX4 are all symmetric func
tions. More generally the elementary symmetric functions i n  x1 , . . .  , xn over K are 
defined to be the polynomials :  

n 
Ji = Xt + X2 + · · · + Xn = L Xi ; 

i = l  

h = L XiXj ; 
l <i <j <n 

fa = L XiXixk ; 
1 <i <j <k <n 

The verification that the fz are indeed symmetric follows from the fact that they are 
simply the coefficients of y in the polynomial g(y) E K[x1, • • •  , xn] [y), where 

g(y) = (y - Xt)(y - x2)(y - X a) · · · (y - Xn) 
= y

n _ Jiy7£-l + hJ'7l�2 _ . . . + ( - J)n-l_fn_1y + ( - J)n[n . 

I f  a E Sn , then the assignments Xi �  Xa(i)(i = 1 ,2, . . .  , n) and 

f(xt ' · · · , Xn)/g(Xt , · · · , Xn)� f(xu(l)' · · · ' Xucn>)/g(xu( l ) '  · · · 
, Xu(n)) 
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define a K-automorphism of the field K(x., . . .  , xn) which will also be denoted u 

(Exercise 1 6). The map Sn � AutKK(xt , . . .  , xn) given by u � u i s  clearly a mono
morphism of groups, whenceSn may be considered to be a subgroup of the Galois 
group AutKK(x. , . . .  , Xn). Clearly, the fixed field E of Sn in K(x., . . .  , xn) consists 
precisely of the symmetric functions ; that is, the set of all symmetric functions is a 
subfield of K(xt , . . .  ., Xn) containing K. Therefore, by Artin's Theorem 2. 1 5 
K(xt , . . .  , X11) is a Galois extension of E with Galois group Sn and dimension ISnl 
= n ! . 

Proposition 2.16. lfG is a finite group, then there exists a Galois field extension 
with ·Galois group isomorphic to G. 

PROOF. Cayley's Theorem 11.4.6 states that for n = I G I ,  G i s  isomorphic to a 
subgroup of Sn (also denoted G). Let K be any field and E the sub field of symmetric 
rational functions in K(xt , . . . , xn). The discussion preceding the theorem shows 
that K(xt, . . .  , xn) is a Galois extension of E with Galois group Sn . The proof of the 
Fundamental Theorem 2.5 shows that K(xt, . . . , Xn) is a Galois extension of the 
fixed field Et of G such that AutE1K(xl , . . .  , Xn) = G. • 

The remainder of this appendix (which will be used only in the appendix to Sec
tion 9) is devoted to proving two classical theorems about symmetric functions. 
Throughout this discussion n is a positive integer, K an arbitrary field, E the subfield 
of symmetric rational functions in K(x�, . . .  , xn) and [I, . . . , fn E E the elementary 
symmetric functions in x., . . .  , xn over K. We have a tower of fields : 

K C K( .ft, . . .  , /n) C E C K(xt , . . .  , Xn). 

In Theorem 2 . 18  we shall show that E = K( [I, . . . , /n). 
If u., . . .  , Ur e K(x1, • • •  , X11), then every element of K(u1, . . .  , ur) is of the form 

g(uh . . • , Ur)/h(ut, . . .  , ur) with g, h E  K[xt , . . .  , Xr] by Theorem 1 .3 .  Consequently, 
an element of K(ut, . . . , Ur) [resp. K[ut, . . .  , ur]] is usually called a rational function 
[resp. polynomial] in u�, . . . , Ur over K. Thus the statement E = K( .ft, . . .  , fn) may 
be rephrased as: every rational symmetric function is in fact a rational function of the 
elementary symmetric functions J;. , . . . , fn over K. In order to prove that 
E = K( j;, . . .  , j;,) we need 

Lem ma 2.17. Let K be a field, f1 , • • • , fn the elementary symmetric functions in 
X1, . . .  , Xn over K and k an integer with 1 < k < n - 1 .  /fh�, . . .  , hk E K[x1 , . . .  , Xn] 
are the elementary symmetric functions in Xt, . . . , xk, then each hj can be written as a 
polynomial over K in ft ,f2, • • •  , f�. and xk+t,Xk+2, . . .  , Xn -

SKETCH OF PROOF. The theorem is true when k = n - 1 since in that case 
ht = h - Xn and h1 = fi - h1-lxn (2 < j < n). Complete the proof by induction on 
k in reverse order : assume that the theorem is true when k = r + 1 and 
r + 1 < n - 1 .  Let g., . . . , gr+l be the elementary symmetric functions in 
x1, • • •  , Xr+I and h�, . . .  , hr the elementary symmetric functions in x., . . . , Xr- Since 
h1 = 81 - Xr+l and h1 = g1 - hi-tXr+l (2 < j < r), it follows that the theorem is also 
true for k = r. • 
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Theorem 2. 18. If K is a field, E the subfield of all syn1metric rational functions 
in K(x1, . . .  , X11) and f1 , . . .  , fn the ele1nentary symmetric functions, then 
E = K(ft, . . .  , fn). 

SKETCH OF PROOF. Since [K(x�, . . . , xn) :  EJ = n !  and K(J., . . . , /n) C E C 
K(xh . . . ' Xn), it suffices by Theorem 1 .2 to show that [ K(x�, . . .  , X n) : K( fi,  . . .  ' .fn)J 
< n ! . Let F = K( ji, . . .  , h) and consider the tower of fields : 

Since F(xk,Xk+l, . . .  , Xn) = F(xl:+h . . .  , Xn)(xk), it suffices by Theorems 1 .2 and 1 .6 
to show that Xn is algebraic over F of degree < n and for each k < n, xk is algebraic 
of degree < k over F(xk+t, • . .  , Xn). To do this, let gn(Y) e F[y) be the polynomial 

Since gn E F[y] has degree n and Xn is a root of gn , Xn is algebraic of degree at most n 
over F = K( [t, . . . , /n) by Theorem 1 .6. Now for each k ( 1  < k < n) define a monic 
polynomial : 

Clearly each gk(Y) has degree k, xk is a root of gk(Y) and the coefficients of gk(y) are 
precisely the elementary symmetric functions in x1, . . .  , xk. By Lemma 2. 1 7  each 
gk(y) lies in F(xk+t, • . .  , xn)[yJ, whence xk is algebraic of degree at most k over 
F(xk+l , • . .  ' X n). • 

We shall now prove an analogue of Theorem 2. 1 8  for symmetric polynomial func-
tions, namely : every symmetric polynomial in Xt, . . .  , Xn over K is in fact a poly-
nomial in the elementary symmetric functions j., . . .  , fn over K. In other words, 
every symmetric polynomial in K[x�, . . .  , x7l] lies in K[[. , . . .  , /n]. First we need 

Lem ma 2.19. Let K he afield and E the subfield ofall syn1metric rational functions in 
K(x., . . .  , Xu). Then the set X = { x1 11X2i2 • • • Xn in I 0 < ik < k for each k l is a basis of 
K(xi, . . .  , Xn) over E .  

SKETCH OF PROOF. Since [K(x. , . . . , xn) : £) = n !  and lXI = n ! , it suffices 
to show that X spans K(xt ,  . . .  , X11) (see Theorem IV.2.5). Consider the tower of 
fields E C E(xrJ C E(xn-t ,Xn) C · · · C E(x1 , • • • , Xn) = K(x. ,  . . . , x,.J. Since Xn is al
gebraic of degree < n over E (by the proof of Theorem 2. 18), the set { Xn i I 0 < j < n }  
spans E(xn) over E (Theorem 1 .6). Since E(x n-t,Xn) = E(x71)(x7,-t), and Xn-I is algebra
ic of degree < n - 1 over E(xTI), the set { x�_1 I 0 < i < n - I t spans E(xn-t ,Xn) over 
E(xn). The argument in the second paragraph of the proof of Theorem IV.2. 1 6  shows 
that the set { x;_ 1xn i I 0 < i < n - 1 ;  0 < j < n I spans E(xn-t,Xn) over E. This is the 
first step in  an inductive proof� which is completed by similar arguments. • 

Proposition 2.20. Ler K he a field and let f� , . . .  , f •. be the elementary synunetric 
functions in K(x�,  . . .  , x,J. 
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(i) Ecery polynomial in K [x1 , . . .  , xu] can be written uniquely as a linear combina
tion of the n !  elements Xt i1X2i2 • • • Xnin (0 < ik < k for each k) with coefficients in 
K[f. , . . .  , f,. ] ; 

(ii) every symmetric polynomial in K[Xt, . . .  , Xn] lies in K[f� , . . . , fn] . 

PROOF. Let gk (y) (k = l ,  . . . , n) be as in the proof of Theorem 2.18 .  As noted 
there the coefficients of gk(y) are polynomials (over K) in [t, . . .  , fn and xk+h . . .  ,xn. 
Since gk is monic of degree k and gk(xk) = 0, xkk can be expressed as a polynomial 
over K in /I, . . . , h_, xk+h . . . , Xn and xki (i < k - 1 ). If we proceed step by step 
beginning with k = 1 and substitute this expression for xkk in a polynomial 
h E K[xt, . . . , xn] , the result is a polynomial in [I, . . . , fn, x1, . . . , Xn in which the 
highest exponent of any xk is k - 1 .  In other words h is a linear combination of the 
n !  elements x1i•xi2 . · · Xn i" (h < k for each k) with coefficients in K[ji, . . . , f,J. Fur
thermore these coefficient polynomials are uniquely determined since 

{ Xt i1 .  · · Xn in I 0 < h < k for each k }  

is linearly independent over E = K( [t, . . .  , fn) by Lemma 2. 19. This proves (i) and 
also implies that if a polynomial h c: K[x�, . . .  , xn] is a linear combination of the 
x1 it . • • Xn in (ik < k) with coefficients in K([t,  . . .  , fn), then the coefficients are in fact 
polynomials in K[[t , . . .  , .fn] .  In particular, if h is a symmetric polynomial (that is, 
h € E = K( [t, . . .  , h,)), then h = hx1°x2° · · · x7l0 necessarily lies in K[[t, . . .  , /rt] .  This 
proves (ii). • 

E X E R C I S E S  
Note: Unless stated otherwise F is always an extension field of the field K and E is 

an intermediate field of the extension. 

I .  (a) If F is a field and u : F ----+ F a  (ring) homomorphism, then u = 0 or u is a 
monomorphism. If u � 0, then u( l F.) = 1p .  

(b) The set Aut F of all field automorphisms F � F forms a group under the 
operation of composition of functions. 
(c) AutxF, the set of all K-automorphisms of F is a subgroup of Aut F. 

2. Aut0R is the identity group. [Hint: Since every positive element of R is a square, 
it follows that an automorphism of R sends positives to positives and hence that 
it preserves the order in R. Trap a given real number between suitable rational 
numbers.] 

3.  If 0 < d E  Q, then AutoQ( �d) is the identity or is isomorphic to z2. 

4.  What is the Galois group of Q( "'2, 'J'3;\}S) over Q? 

5. (a) If 0 < d E  Q, then Q('Vd) is Galois over Q. 
(b) C is Galois over R. 

6. Let // g E K(x) with fl g '  K and /,g relatively prime in K[x] and consider the ex
tension of K by K(x}. 

(a) x is algebraic over K( fjg) and [K(x) : K( flg)] = max (deg f,deg g). 
(Hint: x is a root of the nonzero polynomial <P(Y) = ( f  g)g(y) - f(y) E K( flg)[y] ; 
show that 'f' has degree max (deg f,deg g). Show that <P is irreducible as follows. 
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Since fl g is transcendental over K (why?) we may for convenience replace 
K(flg) by K(z) (z an indeterminate) and consider .p = zg(y) - f(y) e: K(z)(y] . By 
Lemma 111.6. 13  cp is irreducible in K(z)[y] provided it is irreducible in K[z] [y] . 
The truth of this latter condition follows from the fact that cp is linear in z and/,g 
are relatively prime.] 

(b) If E ¢. K is an intermediate field, then [K(x) : E] is finite. 
(c) The assignment x � f/g induces a homomorphism cr : K(x) � K(x) such 

that .p(x)/1/;(x) � cp(f/g)/1/l(fjg). cr is a K automorphism of K(x) if and only if 
max (deg f,deg g) = 1 .  

(d) AutKK(x) consists of all those automorphisms induced (as in (c)) by the 
assignment 

x � (ax + b)j(cx + d), 

where a,b,c,d e: K and ad - be ¢. 0. 

7. Let G be the subset of AutKK(x) consisting of the three automorphisms induced 
(as in 6 (c)) by x � x, x � 1 KI0 K - x), x � (x - 1 K)/x. Then G is a subgroup 
of A utK K(x ). Determine the fixed field of G. 

8. Assume char K = 0 and let G be the subgroup of AutKK(x) that is generated by 
the automorphism induced by x � x + lK .  Then G is an infinite cyclic group. 
Determine the fixed field E of G. What is [K(x) : E]? 

9. (a) If K is an infinite field, then K(x) is Galois over K. [Hint: If K(x) is not Galois 
over K, then K(x) is finite dimensional over the fixed field E of AutKK(x) by 
Exercise 6(b). But AutEK(x) = AutKK(x) is infinite by Exercise 6(d), which con
tradicts Lemma 2.8.] 
(b) If K is finite, then K(x) is not Galois over K. [Hint :  If K(x) were Galois over 
K, then AutKK(x) would be infinite by Lemma 2.9. But Aut"K(x) is finite by 
Exercise 6(d).] 

1 0. If K is an infinite field, then the only closed subgroups of AutKK(x) are itself and 
its finite subgroups. [Hint: see Exercises 6(b) and 9.] 

1 1 . In the extension of Q by Q(x), the intermediate field Q(x2) is closed, but Q(x3) 
is not. 

1 2 .  If E is an intermediate field of the extension such that E is Galois over K, F is 
Galois over E, and every cr e: AutKE is extendible to F, then F is Galois over K. 

1 3 .  In the extension of an infinite field K by K(x,y), the intermediate field K(x) is 
Galois over K, but not stable (relative to K(x,y) and K). [See Exercise 9;  compare 
this result with Lemma 2. 1 3 .] 

14. Let F be a finite dimensional Galois extension of K and let L and M be two inter-
mediate fields. 

(a) Autr_..MF = Autr_..F n Aut.,tF; 
(b) AutL n MF = AutLF V AuhtF; 
(c) What conclusion can be drawn if AutLF n AuhtF = 1 ?  

1 5 . If F is a finite dimensional Galois extension of K and E is an intermediate field, 
then there is a unique smallest field L such that E C L C F and L is Galois over 
K; furthermore 
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u 

where u runs over AutKF. 

1 6. If u E Sn, then the map K(x1 , . . .  , Xn) � K(x�, . . .  , Xn) given by 

f(Xt, • • . , Xn) f(Xu(l) , . . .  , Xa(n)) ----- � -------
g(x�, . • •  , XTt) g(Xu(l) , . . . , Xa(n)) 

is a K-automorphism of K(x�, . . . , Xn). 

3. SPLITTING FI ELDS, ALGEBRAIC CLOSU RE AN D NORMALITY 

We turn now to the problem of identifying andjor constructing Galois exten
sions. Splitting fields, which constitute the principal theme of this section, will enable 
us to do this. We first develop the basic properties of splitting fields and algebraic 
closures (a special case of splitting fields). Then algebraic Galois extensions are char
acterized in terms that do not explicitly mention the Galois group (Theorem 3 . 1 1), 
and the Fundamental Theorem is extended to the infinite dimensional algebraic case 
(Theorem 3 . 12). Finally normality and other characterizations of splitting fields are 
discussed. The so-called fundamental theorem of algebra (every polynomial equation 
over the complex numbers has a solution) is proved in the appendix. 

Let Fbe a field and fc: F[x] a polynomial of positive degree. fis said to split over F 
(or to split in F[x]) if f can be written as a product of linear factors in F[x] ; that is, 
f = uo(x - Ut)(x - u2) · · · (x - un) with ui E F. 

Defin ition 3.1.  Let K be a field and f c: K[x] a polynomial of positive degree. An ex
tension field F ofK is said to be a splitting field over K of the polynomial f iff splits in 
F[x] and F = K(u1, . . .  , u�.) where u1 , . . .  , Un are the routs off in F. 

Let S be a set of polynomials of positive degree in K[x] . An extensionfie/d F ofK is 
said to be a splitting field over K of the set S of polynomials if ecery polynomial in S 
splits in F[x] and F is generated over K by the roots of all the polynomials in S. 

EXAMPLES. The only roots of x2 - 2 over Q are �2 and -�2 and x2 - 2 
= (x - �l)(x + �2) . Therefore Q( �2.) = Q( �2,- �2) is a splitting field of x2 - 2 
over Q. Similarly C is a splitting field of x2 + l over R. However, i f  u is a root of an 
irreducible fc: K[x], K(u) need not be a splitting field of f. For instance if u is the real 
cube root of 2 (the others being complex), then Q(u) c R, whence Q(u) is not a 
splitting field of x3 - 2 over Q. 

REMARKS. If F is a splitting field of S over K, then F = K(X) , where X is the 
set of all roots of polynomials in the subset S of K[x]. Theorem 1 . 1 2  immediately 
implies that F is algebraic over K (and finite dimensional if S, and hence X, is a finite 
set). Note that i f  S is finite, say S = t ft ,j;, . . .  , fn J ,  then a splitting field of S coin
cides with a splitting field of the single polynomia l f = fth - · ·fn (Exercise 1 ). This 
fact will be used frequently in the sequel without explicit mention. Thus the splitting 
field of a set S of polynomials will be chiefly of interest when S either consists of a 
single polynomial or is infinite. It will turn out that every [finite dimensional] 
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algebraic Galois extension is in fact a particular kind of splitting field of a [finite] set 
of polynomials. 

The obvious question to be answered next is whether every set of polynomials 
has a splitting field. In the case of a single polynomial (or equivalently a finite set of 
polynomials), the answer is relatively easy. 

Theorem 3.2. IfK is afield and f E K[x] has degree n > 1 ,  then there exists a splitting 
field F off with [F : K] < n !  

SKETCH OF PROOF .. Use induction on n = deg f If  n = 1 or if /splits over 
K, then F = K is a splitting field. If n > 1 and f does not split over K, let g E K[x] be 
an irreducible factor off of degree greater than one. By Theorem 1 . 10 there is a simple 
extension field K(u) of K such that u is a root of g and [K(u) : K] = deg g > 1 .  Then 
by Theorem III. 6.6, f = (x - u)h with h E K(u)[xJ of degree n - I .  By induction 
there exists a splitting field F of h over K(u) of dimension at most (n - I) !  Show that 
F is a splitting field of fover K (Exercise 3) of dimension [F : KJ = [F : K(u)][K(u) : KJ 
< (n - I) !  ( deg g) < n !  • 

Proving the existence of a splitting field of an infinite set of polynomials is con
siderably more difficult. We approach the proof obliquely by introducing a special 
case of such a splitting field (Theorem 3.4) which is of great importance in its own 
right. 

Note: The reader who is interested only in splitting fields of a single polynomial 
(i.e. finite dimensional splitting fields) should skip to Theorem 3.8. Theorem 3 . I2  
should be omitted and Theorems 3.8-3. 1 6  read in the finite dimensional case. The 
proof of each of these results is either divided in two cases (finite and infinite dimen
sional) or is directly applicable to both cases. The only exception is the proof of 
(ii) ==::} (i) in Theorem 3 . 14 ;  an alternate proof is suggested in Exercise 25. 

Theorem 3.3. The following conditions on a field F are etJUivalent. 

(i) Every nonconstant polynomial f E F[xJ has a root in F ; 
(ii) every nonconstant polynomial f E F[x] splits over F ;  
(iii) every irreducible polynomial in F[x] has degree one; 
(iv) there is no algebraic extension field ofF (except F itself); 
(v) there exists a subfield K ofF such that F is algebraic over K and every poly

nomial in K[xJ splits in F[xJ. 

PROOF. Exercise; see Section III. 6 and Theorems 1 .6, 1 . 10, J . I 2  and I . I 3. • 

A field that satisfies the equivalent conditions of Theorem 3.3 is said to be 
algebraically closed. For example, we shall show that the field C of complex num
bers is algebraically closed (Theorem 3.19). 

Theorem 3.4. If F is an extension field of K, then the following conditions are 
equivalent. 

' 
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(i) F is algebraic over K and F is algebraically closed; 
(ii) F is a splitting field over K of the set of all [irreducible] polynomials in K[xJ . 

PROOF. Exercise; also see Exercises 9, 10. • 

An extension field F of a field K that satisfies the equivalent conditions of Theo
rem 3.4 is called an algebraic closure of K. For example, C = R(i) is an algebraic 
closure of R. Clearly, if F is an algebraic closure of K and S is any set of polynomials 
in K[xJ, then the subfield E of F generated by K and all roots of polynomials in S is a 
splitting field of S over K by Theorems 3.3 and 3 .4. Thus the existence of arbitrary 
splitting fields over a field K is equivalent to the existence of an algebraic closure of K. 

The chief difficulty in proving that every field K has an algebraic closure is set
theoretic rather than algebraic. The basic idea is to apply Zorn's Lemma to a 
suitably chosen set of algebraic extension fields of K.2·To do this we need 

Lemma 3.5. 1/F is an algebraic extension field ofK, then IFI < NoiK� 

SKETCH OF PROOF. Let T be the set of monic polynomials of positive de
gree in K[x]. We first show that ITI = N01Kl- For each n e N* let T, be the set of all 
polynomials in T of degree n. Then ITnl = IKnl ,  where Kn = K X K X · ·  · K  (n 
factors), since every polynomial f = xn + an-lxn-I + · · · + ao E Tn is completely 
determined by its n coefficients ao,a1, . . .  , an-t E K. For each n E N* let fn : Tn � Kn 
be a bijection. Since the sets Tn [resp. KnJ are mutually disjoint, the map 
f : T = U Tn -� U Kn, given by f(u) = fn(u) for u E T, , is a well-defined bijection. 

7UtN* neN• 
Therefore ITI = I  U K"l = N0IKI by Introduction, Theorem 8 . 12(ii). 

mN• 
Next we show that IFI < ITI , which will complete the proof. For each irreducible 

f c: T, choose an ordering of the distinct roots of fin F. Define a map F -� T X N* as 
follows. If a E F, then a is algebraic over K by hypothesis, and there exists a unique 
irreducible monic polynomial f c: T with f(a) = 0 (Theorem 1 .6). Assign to a c: F the 
pair (f,i) c: T X N* where a is the ith root of fin the previously chosen ordering of 
the roots of f in F. Verify that this map F � T X N* is well defined and injective. 
Since T is infinite, IF! < I T X  N* l = I TI IN*I = I  TI N 0 =  I T l  by Theorem 8 . 1 1  of the 
Introduction. • 

Theorem 3.6. Every fieldK has an algebraic closure. Any two algebraic closures ofK 
are K-isomorphic. 

SKETCH OF PROOF. Choose a set S such that N01KI < lSI (this can always 
be done by Theorem 8.5 of the Introduction). Since I.K l  < N0IKI (Introduction, 
Theorem 8.1 1 ) there is by Definition 8.4 of the Introduction an injective map 
8 : K --+ S. Consequently we may assume K C S (if not, replace S by the union of 
S - Im 0 and K). 

2As anyone familiar with the paradoxes of set theory (Introduction, Section 2) might 

suspect, the class of all algebraic extension fields of K need not be a set, and therefore, cannot 
be used in such an argument. 
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Let S be the class of all fields E such that E is a subset of S and E is an algebraic 
extension field of K. Such afield E is completely determined by the subset E of S and 
the binary operations of addition and multiplication in E. Now addition [resp. 
multiplication] is a function cp : E X  E � E [resp. if; : E X  E � E] . Hence cp [resp. if;] 
may be identified with its graph, a certain subset of E X E X E C S X S X S (see 
Introduction, Section 4). Consequently, there is an injective map T from S into the 
set P of all subsets of the set S X (S X S X S) X (S X S X S), given by E� (E,cp,if;). 
Now Im T is actually a set since Im T is a subclass of the set P. Since S is the image of 
Im T under the function T-1 : lm T � S, the axioms of set theory guarantee that S is 
in fact a set. 

Note that S � 0 since K E S. Partially order the set S by defining £1 < E2 if and 
only if £2 is an extension field of £1 . Verify that every chain in S has an upper bound 
(the union of the fields in the chain will do). Therefore by Zorn's Lemma there exists 
a maximal element F of S. 

We claim that F is algebraically closed. If not, then some /E F[x] does not split 
over F. Thus there is a proper algebraic extension Fo = F(u) ofF, where u is a root of 
f which does not lie in F (Theorem 1 . I  0). Furthermore Fo is an algebraic extension of 
K by Theorem 1 . 1 3 .  Therefore, IFo - Fl < IFol < N0�1 < lSI by Lemma 3.5. Since 
/F/ < /Fo! < IS / and lSI = /(S - F) U F/ = /S - Fj + IF / ,  we must have /S/ = IS - F/ 

by Theorem 8.10 of the Introduction . Thus /Fo - F/ < IS - Fl and the identity map 
on F may be extended to an injective map of sets t : Fo � S. Then F1 = Im t may be 
made into a field by defining t(a) + t(b) = t(a + b) and r(a)t(b) = r(ab). Clearly 
Ft is an extension field of F, Ft C S and r : Fo � F1 is an F-isomorphism of fields. 
Consequently, since Fo is a proper algebraic extension of F (and hence of K), so is F • .  

This means that Ft ; S and F < F. , which contradicts the maximality of F. Therefore, 
F is algebraically closed and algebraic over K and hence an algebraic closure of K. 
The uniqueness statement of the theorem is proved in Corollary 3.9 below. • 

Corol lary 3.7. lfK is afield and S a  set of polynomials (ofpositir:e degree) in K[x], 
then there exists a splitting field ofS over K. 

PROOF. Exercise. • 

We turn now to the question of the uniqueness of splitting fields and algebraic 
closures. The answer will be an immediate consequence of the following result on the 
extendibility of isomorphisms (see Theorem 1 .8 and the remarks preceding it). 

Theorem 3.8. Let u : K � L be an isomorphism of fields, S = t fi I a set of po�v
nomials (of positive degree) in K[x] , and S' = { ufi I the corresponding set of po(v
nomials in L[x] . IfF is a splitting field ufS over K and M is a splitting field ofS' over L, 
then u is extendible to an b;omorphism F "-..1 M. 

SKETCH OF PROOF. Suppose first that S consists of a single polynomial 
/E K[x] and proceed by induction on n = [F : K]. If n = I ,  then F = K and fsplits 
over K. This implies that ufsplits over L and hence that L = M. Thus u itself is the 
desired isomorphism F = K � L = M. If n > I ,  then / must have an irreducible 
factor g of degree greater than 1 .  Let u be a root of g in F. Then verify that ug is ir-

' 
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reducible in L[x]. If  v is a root of ag in M, then by Theorem 1 .8 u extends to an iso
morphism T : K(u) '"'"' L(v) with T(u) = v. Since [K(u) : K] = deg g > I (Theorem 
I .6), we must have [F : K(u)] < n (Theorem 1 .2). Since F is a splitting field of f over 
K(u) and M i s  a splitting field of uf over L(v) (Exercise 2), the induction hypothesis 
implies that T extends to an isomorphism F "-1 M. 

If S is arbitrary, let S consist of all triples (E,N,T), where E is an intermediate field 
of F and K, N is an intermediate field of M and L, and T : E --+  N is an isomorphism 
that extends u. Define (EJ ,Nt ,Tt) < (E2,N2,T1.) if Et C £2, N. C N2 and T2 l E. = Tt. 
Verify that S is a nonempty partially ordered set in which every chain has an upper 
bound in S. By Zorn's Lemma there is a maximal element (Fo,Mo,To) of S. We claim 
that Fo = F and Mo = M, so that To : F "-1 M  is the desired extension of u. If F0 � F, 
then some f E S does not split over Fo. Since all the roots of f lie in F, F contains a 
splitting field F. of f over Fo. Similarly, M contains a splitting field M1 of To/ =  uf 
over Mo. The first part of the proof shows that To can be extended to an isomorphism 
T• : F. "-1 M • .  But th is means that (Ft,Mt,Tt) z S and (F0,Mo,To) < (F.,M.,Tt) which 
contradicts the maximality of (F0,M0, To). A similar argument using To -• works if 
Mu � M. • 

Corollary 3.9. Let K be afield and S a  set of polynomials (of positive degree) in K[x] . 
Then any two splitting fields of S over K are K-isotnorphic. In particular, any two 
algebraic closures ofK are K-isomorphic. 

SKETCH OF PROOF. Apply Theorem 3.8 with u = IK .  The last statement is 
then an immediate consequence of Theorem 3 .4(ii) . • 

In order to characterize Galois extensions in terms of splitting fields, we must first 
consider a phenomenon that occurs only in the case of fields of nonzero char
acteristic . Recall that if K is any field, f is a nonzero polynomial in K[x], and c is a 
root of f, then f = (x - c)mg(x) where g(c) � 0 and m is a uniquely determined 
positive integer. The element c is a simple or multiple root of /according as m = I or 
m > I (see p. 1 6  I ) . 

Definition 3. 10. Let K he a field and f E K[x} an irreducible polynomial. The poly
noJnial f is said to be separable if in some splitting field of f over K every root off is a 
simple root. 

IfF is an extension field ofK and u E F is algebraic over K,  then u is said to be 
separable veer K provided its irreducible polynon1ial is separable. If every element ofF 
is separable over K, then F is said to be a separable extension ofK .  

REMARKS. (i) I n  view of Corollary 3.9 it is clear that a separable polynomial 
/E K[x] has no multiple roots in any splitting field of fover K. (ii) Theorem III.6. 1 0  
shows that an irreducible polynomial i n  K[x] is separable if and only if its derivative 
is nonzero, whence every irreducible polynomial is separable if char K = 0 (Exercise 
I11 .6.3) .  Hence every algebraic extension field of afield of characteristic 0 is separable. 
(iii) Separability is defined here only for irreducible polynomials. {iv) According to 
Definition 3 . 10  a separable extension field of K is necessarily algebraic over K. There 
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is a definition of separability for possibly nonalgebraic extension fields that agrees 
with this one in the algebraic case (Section Vl.2). Throughout this chapter, however, 
we shall use only Definition 3 . 1 00 

EXAMPLES. x2 + I e: Q[x] is separable since x2 + 1 = (x + i)(x - i) in C[xJ .  
On the other hand, the polynomial x2 + 1 over Z2 has no simple roots ; in fact it is 
not even irreducible since x2 + 1 = (x + 1)2 in Z2[x] o 

Theorem 3.11. If F is an extension field of K, then the following statements are 
equivalent. 

(i) F is algebraic and Galois over K ;  
(ii) F is separable over K and F is a splitting field over K of a set S ofpo/ynontials 

in K[x] ; 
(iii) F is a splitting field over K of a set T of separable polynomials in K[xJ . 

REMARKS. If F is finite dimensional over K, then statements (ii) and (iii) can be 
slightly sharpened. In particular (iii) may be replaced by: F is a splitting field over K 
of a polynomial fe: K[x] whose irreducible factors are separable (Exercise 1 3). 

PROOF OF 3.11.  (i) =} (ii) and (iii). If u e: F has irreducible polynomial /, then 
the first part of the proof of Lemma 2 . 13  (with E = F) carries over verbatim and 

r 

shows that [splits in  F[xJ into a product of distinct linear factors. Hence u is separ- ' able over K. Let { Ci I i e: /} be a basis of F over K and for each i e: I let j; e: K[x] be the 
irreducible polynomial of vi. The preceding remarks show that each fi is separable 
and splits in F[xJ .  Therefore F is a splitting field over K of S = { ji I i e: / } . 

(ii) =} (iii) Let fe: S and let g e: K[xJ be a monic irreducible factor of f. Since f 
splits in F[x], g must be the irreducible polynomial of some u e: F. Since F is separable 
over K, g is necessarily separable. It follows that F is a splitting field over K of the set 
T of separable polynomials consisting of all monic irreducible factors (in K[x]) of 
polynomials in S (see Exercise 4). 

(iii) � (i) F is algebraic over K since any splitting field over K is an algebraic ex
tension. If u e: F - K, then u e: K( v1 , . . . , vn) with each Vi a root of some fi e: T by the 
definition of a splitting field and Theorem 1 .3(vii). Thus u e: E = K(u1, . . . , ur) 
where the ui are all the roots of ft, . 0 • , [n in F. Hence [E : K] is finite by Theorem 
1 . 1 2. Since each ji splits in F, E is a  splitting field over K of the finite set { [I, _ . . , fn l , 
or equivalently, of f = fi h - - · [n. Assume for now that the theorem is true in the 
finite dimensional case. Then E is Galois over K and hence there exists T e: AutKE 
such that T(u) � u. Since F is a splitting field of T over £(Exercise 2)� r extends to an 
automorphism u e: AutKF such that u(u) = T(u) � u by Theorem 3.8. Therefore� u 

(which was an arbitrary element of F - K) is not in the fixed field of Autf{F; that is, 
F is Galois over K. 

The argument in the preceding paragraph shows that we need only prove the 
theorem when [F : K] is finite. In this case there exist a finite number of polynomials 
g1 , o • •  , gt e: T such that F is a splitting field of { g1, . . .  , gt } over K (otherwise F 
would be infinite dimensional over K). Furthermore AutA:F is a finite group by 
Lemma 2.8 .  If Ko is the fixed field of AutKF .. then F is a Galois extension of Ko with 
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[F : Ko] = JAutKFI by Artin's Theorem Z . 15  and the Fundamental Theorem. Thus 
in order to show that F is Galois over K (that is, K = Ko) it suffices to show that 
[F : KJ = IAutKFJ . 

We proceed by induction on n = [F : KJ, with the case n = 1 being trivial. If 
n > 1 ,  then one of the gi, say g., has degree s > 1 (otherwise all the roots of the g• 
lie in K and F = K). Let u e F be a root of g1 ; then [K(u) : KJ = deg g1 = s by Theo
rem 1 .6 and the number of distinct roots of gt is s since g1 is separable. The second 
paragraph of the proof of Lemma 2 .8 (with L = K, M = K(u) and f = gt) shows 
that there is an injective map from the set of all left cosets of H = AutK<u>F in 
AutKF to the set of all roots of g1 in F, given by uH � u(u). Therefore, 
[AutKF : H] < s. Now if v e: F is any other root of gJ , there is an isomorphism 
1 : K(u) r-v K(v) with 1(u) = v and 1 I K = I K  by Corollary 1 .9. Since F is a splitting 
field of { g�, . . . , gt f over K(u) and over K(v) (Exercise 2), T extends to an automor
phism u e: AutKF with u(u) = v (Theorem 3 .8). Therefore, every root of g1 is the im
age of some coset of H and [AutKF : HJ = s. Furthermore, F is a splitting field over 
K(u) of the set of all irreducible factors h1 (in K(u)[x]) of the polynomials g; (Exer
cise 4). Each h; is clearly separable since it divides some gi. Since [F : K(u)] = n/ s < n, 
the induction hypothesis implies that [F : K(u)] = IAutK(u>FI = j Hj .  Therefore, 

[F : K] = [F : K(u)J[K(u) : KJ = IHls = I HI [AutKF : H) = jAutKFI 

and the proof is complete. • 

Theorem 3.12. (Generalized Fundamental Theorem) If F is an algebraic Galois ex
tension field of K, then there is a one-to-one correspondence between the set of all 
intermediate fields of the extension and the set of all closed subgroups of the Galois 
group AutKF (given by E � E' = AutEF) such that : 

(ii') F is Galois over every intermediate field E, but E is Galois over K if and only if 
the corresponding subgroup E' is normal in G = AutKF; in this case G/E' is (iso
lnorphic ro) the Galois group AutKE ofE over K. 

REMARKS. Compare this Theorem, which is proved below, with Theorem 2.5.  
The analogue of (i) in the Fundamental Theoren1 is false in the infinite dimensional 
case (Exercise 16). If [F : KJ is infinite there are always subgroups of AutKF that are 
not closed. The proof of this fact depends on an observation of Krull[64] : when F is 
algebraic over K, it is possible to make AutKF into a compact topological group in 
such a way that a subgroup is topo)ogicaJiy closed if and only if it is closed in the 
sense of Section 2 (that is, H = H"). It is not difficult to show that some infinite 
compact topological groups contain subgroups that are not topologically closed_ A 
fuller discussion, with examples, is given in P. J. McCarthy [40; pp. 60-63]. Also see 
Exercise 5 . 1 1  below. 

PROOF OF 3.12. In view of Theorem 2.7 we need only show that every inter
mediate field E is closed in order to establish the one-to-one correspondence. By 
Theorem 3 . 1 1 F is the splitting field over K of a set T of separable polynomials. 
Therefore, F is also a splitting field of T over E (Exercise 2). Hence by Theorem 3. 1 1  
again, F is Galois over E; that is, E is closed. 



264 CHAPTER V F I ELDS A N D  GALOIS  TH EORY 

(ii') Since every intermediate field E is algebraic over K, the first paragraph of the 
proof of Theorem 2.5(ii) carries over to show that E is Galois over K if and only if E' 
is normal in AutKF. 

If E = E" is Galois over K, so that E' is normal in G = AutKF, then E is a 
stable intermediate field by Lemma 2. 1 1 .  Therefore, Lemma 2.14 implies that 
G/E' = AutKF/ AutEF is isomorphic to the subgroup of AutKE consisting of those 
automorphisms that are extendible to F. But F is a splitting field over K (Theorem 
3. 1 1 ) and hence over E also (Exercise 2). Therefore, every K-automorphism in 
AutKE extends to F by Theorem 3.8 and G IE' "--� AutKE. • 

We return now to splitting fields and characterize them in terms of a property 
that has already been used on several occasions. 

Defin ition 3.13. An algebraic extension field F ofK is normal over K (or a normal 
extension) if every irreducible polynomial in K[x] that has a root in F actually splits 
in F[x] . 

Theorem 3.14. IfF is an algebraic extension field of K, then the following statements 
are equivalent. 

(i) F is normal over K;  
(ii) F is a splitting field over K of some set of po(vnomials in K [x] ; 

(iii) ifK is an'[_ algebraic closure ofK containing F, then for any K-monon1orphism 
of fields a :  F � K, Im u = F so that a is actually a K-automorphism of F. 

REMARKS. The theorem remains true if the algebraic closure K in (iii) is re
placed by any normal extension of K containing F (Exercise 21  ). See Exercise 25 
for a direct proof of (ii) =::::} (i) in the finite dimensional case. 

PROOF OF 3.14. (i) ==:) (ii} F is a splitting field over K of \ fi E  K[x] I i E / } , 

where { Ui I i E / l  is a basis of F over K and fi is the irreducible polynomial of ui. 
(ii) ===} (iii) Let F be a splitting field of t h I i E I l over K and a : F � K a K-mono

morphism of fields. If u € F is a root of J;·, then so is a(u) (same proof as Theorem 2.2). 
By hypothesis J;· splits in F, say jj = c(x - u1) • • • (x - un) (ui E F; c € K). Since K[x] is 
a unique factorization domain (Corollary 111 .6.4) .. a(u1) must be one of u1 , . . .  , u'Tl for 
every i (see Theorem 111 .6.6). Since a is injective, it must simply permute the u1. But 
F is generated over K by all the roots of all the fi. It follows from Theorem 1 .3 that 
a(F) = F and hence that a E AutKF. 

(iii) ==:) (i) Let K be an algebraic closure of F (Theorem 3.6). Then K is algebraic 
over K (Theorem 1 . 1 3) .  Therefore K is an algebraic closure of K containing F 
(Theorem 3 .4). Let fc. K[x] be irreducible with a root u E F. By construction K con
tains all the roots of f. If v € K is any root of ftl"\en there is a K-isomorphism of fields 
a : K(u) "" K(v) with a(u) = v (Corollary 1 .9), which extends to a K-automorphisn1 
of K by Theorems 3 .4 and 3.8 and Exercise 2. a I F is a monomorphism F ____, K and 
by hypothesis a( F) = F. Therefore, v = a(u) c. F, which implies that f splits in F. 
Hence F is normal over K. • 
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Corollary 3.15. Let F be an algebraic extension field ofK.  Then F is Galois over K if 
and only if F is normal and separable over K. lfchar K = 0, then F is Galois over K if 
and only ifF is normal over K. 

PROOF. Exercise ; use Theorems 3. 1 1  and 3. 14. • 

Theorem 3.16. lf E is an algebraic extension field ofK, then there exists an extension 
field F of E such that 

(i) F is normal over K ;  
(ii) no proper sub field ofF containing E is normal over K ;  
(iii) if E is separable or;er K, then F is Galois over K ;  
(iv) [F : K] is finite if and only if[E : K] is finite. 

The field F is uniquely determined up to an E-isomorphisnl . 

The field F in Theorem 3 . 1 6  is sometimes called the normal closure of E over K. 

PROOF OF 3.16. (i) Let X = l ui I i € / I  be a basis of E over K and let h c: K[x] be 
the irreducible polynoinial of u1. If F is a splitting field of S = t t I i € /}  over E, then 
F is al�o a splitting field of S over K (Exercise 3), whence F is normal over K by 
Theorem 3.14. (iii) I f  E is separable over K, then each t is separable. Therefore F is 
Galois over K by Theorem 3.1 1 .  (iv) If [E : K] is finite, then so is X and hence S. This 
implies that [F : K] is finite (by the Remarks after Definition 3 . 1 ) .  (ii) A subfield Fo 
of F that contains E necessari1y contains the root ui of fi € S for every i. If Fo is 
normal over K (so that each j; splits in F0 by definition), then F C Fo and hence 
F = Fo. 

Finally let Ft be another extension field of E with properties. (i) and (ii). Since F1 
is normal over K and contains each ui, F1 must contain a splitting field F2 of S over K 
with E C F2. F2 is normal over K (Theorem 3 . 14), whence Ft = F1 by (ii). Therefore 
both F and F1 are splitting fields of S over K and hence of S over E (Exercise 2). By 
Theorem 3.8 the identity map on E extends to an E-isomorphisn1 F ""  F1 . • 

APPEN DIX: TH E FUN DAM ENTAL TH EOREM OF ALGEBRA 

The theorem referred to in the title states that the field C of complex numbers is 
algebraically closed (that is .. every polynomial equation over C can be completely 
solved .) Every known proof of this fact depends at some point on results from 
analysis. We shall assume : 

(A) every positive real number has a real positive square root ; 
(B) every polynomial in R[x] of odd degree has a root in R (that is, every irre

ducible polynomial in R[x] of degree greater than one has even degree). 
Assumption (A) fol lows from the construction of the real numbers from the rationals 
and assumption (B) is a corollary of the Intermediate Value Theorem of elementary 
calculus; see Exercise 111 .6. 1 6. We begin by proving a special case of a theorem that 
will be discussed below (Proposition 6. 1 5). 
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Lem ma 3.17 .. If F is a finite dbnensional separable extension of an infinite field K ,  
then F = K(u) for sonre u e F. 

SKETCII OF PR OOF. By Theorem 3 . 1 6 there i:s a finite dimensional Ga lois 

extension field F. of K that contains F. The Fundamental Theorem 2 .5  tmplies that 

A utKF1 i s  finite and that the extension of K by F1 has only finitely many intermediate 

fields. Therefore, there can be only a finite number of i ntermediate fields i n  the ex

tension of K by F. 
Since fF : K] is finite. we can choose u E F such that ( K(u) : K] is maxima l .  I f  

K("') � F, thert! ex ists z.· e F - K(u). Consider a l l  intermediate fields of  the form 

K(u + ac) with a E K. Since K is infinite and there are only finuely many i ntermediate 

fields, there exist a,b E K such that a � b and K(u + al.-) = K(u + be) . Therefor� 

(a - b)r = (u + aL") - (u + br) E K(u + ar) . S1nce a rl- b, we have r = 
(a - bt 1 (a - b)c E K(u + at·). whence u = (u + ac) - ac E K(u + ad. Conse

q uently K C K(u) C K(u + ar), whence j K(u + ar) : KJ > [K(u) : KJ. This contra-
7!'! 

diets the choice of u. Hence K(u) = F. • 

Lem ma 3.18. There are no extension fields of dintension 2 oz·er rhe field of con1ple:r 
numbers. 

SKETCH OF PROOF. I t  is easy to see that an) extension field F of d 1mension 

2 over C would necessa rily be of the form F = C(u) for any u E F - C. By Theorem 

1 .6 u would be the root of an  i rreducible monic polynomial f E C[.-\ J of degree 2 .  To 

complete the proof we need only show that no such f can exist . 

For each a + hi E C = R(i) the posi t ive rea l numbers ! (a -t- ,��2 + h2f'2 and 

j(  - a + \'�2 +bi), 2 j  have rea l posit ive sq uare roots c and d re�pect ivel} by a�
sumption (A). Veri fy that with a proper choice of signs (±c ± di)2 = a + bi. Hence 

every element of C has a square root in C. Conseq uently,  if f =  x2 + sx + r c C[x]. 
then f has roots ( - s  ± �s2 - 41), ·2  i n C, whence / spins over C. Th us ther� are no 

i rreduci ble monic polynomials of degree 2 in C[x J .  • 

Theorem 3. 19. (The Fundan1ental Theoren1 of Algebra) The fteld of con1plex nu1nbers 
is algebraically closed. 

PROOF. In order t o  show that every nonLonstant fe C[x] spl its over C, It 
suffices b} Theorem 1 . 10 to prove that C has no finite d 1mensiona 1 extensions except 

itself. Since [C : R] = 2 and char  R = 0 every fin i te dimensional  extens•on field £1 of 

C is a finite d i mensiona l separable extens1on of R (Theorem 1 .2) .  Conseq uent ly ,  £1 

is  conta ined in a finite dimensiona l Ga lois extension field F of R by Theorem 3 . 1 6 . 

We need only show that F = C in  order to conc lude £1 = C. 
The Fundamenta l Theorem 2 .5  show!:t that A utRF is  a finite group. By Theorems 

11 .5.7 and 2 .5  A utRF has a Sylow 2-subgroup H of order 2" (n > 0) and odd index, 
whose fixed field E has odd d imension, [£ : R] = [Aut"F : HJ . E is separable over R 
(since char R = 0), whence E = R(u) by Lemma 3 . 1 7 . Th us the i rred ucible poly
nomial of " has odd degree [£ : RJ = [R (u) : R] (Theorem 1 .6) . Th is degree must be I 

j 

j 
l 

r 
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by assumption (B). Therefore, u E R and [AutRF : H) = [E : R] = I ,  whence 
AutRF = H and IAutRFI = 2n_ Consequently, the subgroup AutcF of AutRF has 
order 1"' for some nz (0 < nz < n). 

Suppose 111 > 0. Then by the First Sylow Theorem 11 .5 .7 Autc:F has a subgroup ! 
of index 2 ;  let En be the fixed field of J. By the Fundamental Theorem Eo is an ex
tension of C with dimension [AutcF : J] = 2, which contradicts Lemma 3 . 1 8. 
Therefore, n1 = 0 and AutcF = 1 .  The Fundamental Theorem 2.5 implies that 
[F : C] = [Aut<�F : l j  = !Autc�FI = 1 ,  whence F = C. • 

Corol la ry 3.20. Every proper algebraic extension field of the field of real numbers is 
ison10rphic to the field ofcornplex nun1bers. 

PROOF. lf  F is an algebraic extension of R and u E F - R has irreducible poly
nomia l f:. R[x] of degree greater than one, then fsplits over C by Theorem 3 . 19. If  
v E C is a root of f. then by Corollary 1 .9 the identity map on R extends to an isomor
phism R(u) '""' R(v) C C. Since [R(v) : R] = [R(u) : R] > 1 and [C : R ] = 2, we 
must have [R(v) : R) = 2 and R(v) = C. Therefore, F is an  algebraic extension of the 
algebraically closed field R(u) r-.v C. But an algebraically closed field has no algebraic 
extensions except itself (Theorem 3 .3). Thus F = R(u) r-.v C. • 

E X E R C I S E S  
Note: Unless stated otherwise F is always an extension field of the field K and S 

is a set of polynomials (of positive degree) in Kfx] . 

1 .  F is a splitt ing field over K of a finite set \ j; ,  . . .  , In }  of polynomials in  K[x] if 
and only if F is a splitting field over K of the single polynomial f = !.h · · · fn. 

2. If F is a spl itting field of S over K and E is an intermediate field, then F is  a 
spl itting field of S over E. 

3 .  (a) Let E be an  intermediate field of the extension K C F and assume that 
E = K(u1, . . .  , ur) where the ul are (some of the) roots of fE K[x] . Then F is a 
splitting field of f over K i f  and only if F is a splitting field of f over E. 
(b) Extend part (a) to splitting fields of arbitrary sets of polynomials. 

4. lf F is a splitting field over K of S, then F is a lso a splitting field over K of the set 
T of a l l  irreducible factors of polynomials in S. 

5. I f  fE K[x] has degree n and F is a splitting field of fover K, then [F : K] divides n ! .  

6. Let K be a field such that for every extension field F the maximal a lgebraic ex
tension of K contained in F (see Theorem 1 . 14) is K itself. Then K i s  a lgebraical ly 
closed. 

7. If F is algebraically closed and E consists of al l  elements i n  F that are algebraic 
over K, then E is an algebraic closure of K [see Theorem 1 . 1 4] . 

8. No finite field K is algebraically closed. [Hint: If  K = { a0, • • •  , an } consider 
a. + (x - Go)(x - al) . . .  (x - an) E K[x], where a. � O.J 
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9. F is an algebraic closure of K if and only if F is algebraic over K and for every 
algebraic extension E of K there exists a K-monomorphism E � F. 

1 0. F is an algebraic closure of K if and only if F is algebraic over K and for every 
algeb:-aic field extension E of another field K1 and isomorphism of fields 
a : K1 ---+ K� a extends to a monomorphism E ______, F. 

1 1 . (a) If  u1 , . . . , Un E F are separable over .. K, then K(ut , . . .  , un) is a separable ex
tension of K. 
(b) If  F is generated by a (possibly infinite) set of separable elements over K, 
then F is a separable extension of K. 

1 2 . Let E be an intermediate field . 
(a) If  u E F is separable over K, then u is separable over E. 
(b) If F is separable over K� then F is separable over E and E is separable 

over K. ·. 

1 3 . Suppose [F : K) is finite. Then the following conditions are equivalent : 
(i) F is Galois over K; 

(ii) F is separable over K and a splitting field of a polynomial f £ K[x] ; 
(iii) F is a splitting field over K of a polynomial [E K[x] whose irreducible 

factors are separable. 

14 .  (Lagrange's Theorem on Natural Irrationalities). If  L and M are intermediate 
fields such that L is a finite dimensional Galois extension of K, then LM is finite 
dimensional and Galois over M and AutMLM �� AutL n ML. 

1 5 . Let E be an intermediate field. 
(a) I fF  is algebraic Galois over K, then F is algebraic Galois over E. [Exercises 

2.9 and 2. 1 1  show that the "algebraic" hypothesis is necessary.] 
(b) If F is Galois over E, E is Galois over K and F is a splitting field over E of a 

family of polynomials in K[xJ� then F is Galois over K [see Exercise 2 . 1 2] .  

1 6. Let F be an algebraic closure of the field Q of rational numbers and let E C F be 
a splitting field over Q of the set S = { x2 + a I a E Q }  so that E is algebraic and 
Galois over Q (Theorem 3 . 1 1 ). 

(a) E = Q(X) where X = { �P I p = - 1  or p is a prime i nteger J .  
(b) I f  a E AutQ£, then a: = 1 E · Therefore, the group Aut0£ is actually a 

vector space over Z2 [see Exercises 1 . 1 . 1 3  and IV. l . l ] .  
(c) AutQE is infinite and not denumerable. [Hint: for each subset Y of X there 

exists a E AutQ£ such that a(�p) = -�p for �P E Y and a(�p) = �P for 
'VP E X - Y. Therefore� !AutoEI = lP(X) l > /XI by Introduction, Theorem 8.5. 
But lXI = �0.] 

(d) I f  B is a basis of Aut0E over Z1, then B is infinite and not denumerable. 
(e) AutQE has an infinite nondenumerable number of subgroups of index 2 .  

[Hint: I f  b E  B, then B - { b l generates a subgroup of index 2.] 
(f) The set of  extension fields of Q contained in E of dimension 2 over Q is 

denumerable. 
(g) The set of closed subgroups of index 2 in Auto£ is denumerable. 
(h) [E : Q] < N0 , whence [E : Q] < IAutQEI. 

r 
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1 7 . If  a n  intermediate field E is normal over K, then E i s  stable (relative to F and K) . 

1 R .  Let F be normal over K and E an intermediate field. Then E i s  normal over K if 

and only i f  E is stable [see Exercise 1 7] .  Furthermore AutKF/ E' r-v AutKE. 

1 Y . Part ( i i )  or ( i i ) '  of the Fundamental Theorem (2.5 or 3. 1 2) i s  eq uivalent to : an 

intern1ed iate tleld E is normal over K if and only if  the corresponding subgroup 

E' is normal i n  G = Aut,, F  i n  which cas� G, 'E' ,......_ AutA:E. !See Exercise 1 8 . ]  

20. If F is norn1al over an intermediate field E and E is  normal over K, then F need 

not be normal over K. [ Hint :  Let -\- 2 be a rea l rourth root of 2 and consider 

Q(y2) => Q(�l) => Q;  use Exercise 23 . ]  Compare E xercise 2 .  

2 1 .  Let F be algebraic over K. F is normal over K if and only if for every K -monomor

phism of fields u : F � N, where N is any normal extension of K containing F., 

u(F) = F so that u is a K-a uton1orph ism of F. f Hint: Adapt the proof of Theo

renl 3 . 1 4, using Theorem 3 . 1 6.] 

12 . If F is algebraic over K and every eleJnent of F belongs to a n  intermediate field 

that is normal over K, then F is normal over K. 

23.  I f  [F : K] = 2,  then F is norma l over K. 

24 . A n  algebra ic extension F of K is normal over K if  and only if for every irre

ducible fs K [x], /factors in  F[x] as a product of irreducible factors al l  of which 

have the sa me degree. 

25 . Let F be a splitting field of fr:. K[x] .  Without using Theorem 3. 1 4  show that F is 
norma l over K. [ Hints: if an irreducible K s K[x] has a root u E F, but does not 

split i n  F, then show that there is a K-isomorphism <P : K(u) r-v K(c), where 

c ¢ F and r is a root of g. Show that <P extends to an ison1orphism F '"'"' F(v). 

This contradicts the fact that [F : K1 < [F(c) : K].] 

4. THE GALOIS GRO U P  OF A POLYNOM IAL 

The primary purpose of this  section is to provide some appl ications and examples 
of the concepts introduced in the preceding sections. With two exceptions this ma
terial is not needed in the sequel . Definition 4. 1 and Theorem 4 . 1 2 , which depends 

only on Theorem 4.2,  are used in Section 9, where we sha ll consider the solvability 
by radicals of a polynomial equation. 

Defin ition 4.1.  Let K he a field. T/ze Galois group of a polynomial r E K [x] is the 
group AutKF, where F is a splitting field off ucer K .  

By virtue of Corollary 3 .9, the Galois group of / is independent of the choice of F. 
Before giving any examples we first develop some useful facts . Recall that a subgroup 
G of the symmetric group Sn is said to be transitive if given any i � j ( 1  < i,j < n), 
there exists u E G such that u(i) = j. 
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Theorem 4.2. Let K be a field and f e K[x] a polynon1ial with Galois group G .  

(i) G is i�·o1norphic to a subgroup of srJJne syn1metric group Su. 
(ii) Iff is (irreducible) �eparable of degree n, then n diL·ides [ G I  and G is isornor

phic to a transitive subgroup o JS�� ; 

SKETCH OF PROOF. (i) If  u1, . . . , u7l are the distinct roots of f in some 
splitt ing field F ( 1  < n < deg f), then Theorem 2.2 implies that every a- c: AutKF i n

duces a unique permutation of { u., . . .  , un } (but not necessari ly vice versa !). 
Consider S, as the group of a l l  permutations of { Ut , . • .  , un } and verify that the 

assignment of u c: AutKF to the permutation it induces defines a monomorphism 

AutKF � Sn. (Note that F = K(u1, . . .  , u.,�) .) 
(ii) F i s  Galois over K (Theorem 3. 1 1 ) and [K(u.) : K] = n = deg f(Theorem 1 .6). 

Therefore, G has a subgroup of i ndex n by the Fundamental Theorem 2.5 ,  whence 

n I I  Gl . For any 1 � j there is  a K-isomorphism a- : K(ui) 1"'..1 K(ui) such that a-(u") = U1 
(Corol lary 1 .9). u extends to a K-automorphism of F by'Theorem 3.8,  whence G is 

isomorphic to a transitive subgroup of Sn . • 

Hereafter the Galois group of polynomial  fwi l l  frequently be identified with the 

isomorphic subgroup of Sn and considered as a group of permutations of the roots 

of f. Furthermore we shal l  deal primarily with polynomials fe K [x] all  of whose roots 
are distinct in  some splitting field. This  i mplies that the irreducible factors of fare 

separable. Consequently by Theorem 3 . 1  1 (and Exercise 3. 1 3) the splitting field F of 

/is  Galois over K. If  the Ga lois groups of such polynomials can always be calculated, 

then it is possible ( in principle at least) t o  calculate the Galois group of an arbitrary 

polynomial (Exercise 1 ). 

Corol lary 4.3. Let K be afield and f e K[x] an irreducible polyno1nial of degree 2 with 
Galois group G .  If f is separable (as is always the case when char K � 2), then G '"'' Z2; 
otherwise G = 1 .  

SKETCH OF PROOF. Note that S2 = Z2• Use Remark (ii) a fter Definition 

3 . 1 0  and Theorem 4.2 .  • 

Theorem 4.2 (i i )  immediately yields the fact that the Galois group of a separable 

polynomial of degree 3 is either S3 or A3 (the only transitive subgroups of S3). In  

order to get a somewhat sharper result, we i ntroduce a more general consideration. 

Defin ition 4.4. Let K be a field �rith char K � 2 and f E K[x] a pofrnontial of 

degree n with n distinct roots u 1 , . . . , lin in sonte splitting field F of f  ocer K. Let 
� = JI (ui - Uj) = (lit - u�)(ui - ll:J) · · · (un - 1 - u��) c: F; the discriminant of f  is 

i <J 
the e/en1ent D = /12• 

Note that � is an element of a specific spl itting field F and therefore, a priori, 
D = tJ.2 is also i n  F. However, we have 

r 
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Proposition 4 .5 .  Let K,  f, F and � he as in Definition 4.4. 

(i) The discriminant �2 off actually lies in K .  
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(i i) For each a E AutKF < Sn, u is an even [resp. odd] pern1utation if and only if 

u(�) = � [resp .  a(�) = - �] . 

SKETCH OF PROOF. For (i i) see the proof of Theorem 1 .6.7. Assuming (i i)  
note that for every u e AutKF, a-(.�2) = u(.Ll)2 = (±.6.)2 = �2• Therefore, �2 e K since 

F is Galois over K (Theorem 3 . 1  I ;  Exercise 3 . 1 3). • 

Corol lary 4.6. Let K, f .. F, .6. be as in Definition 4.4 (so that F is Galois over K) and 
consider G = AutKF as a subgroup of Su . In the Galois correspondence (Theoren1 2 .5) 
the subjield K(�) corresponds to the subgroup G n Ar• · In particular, G consists of 
el·en pennutations if and only if� e K. 

PROOF. Exercise. • 

Corol lary 4. 7.  Let K be a field and f E K[x] an (irreducible) separable polynoJnial of 

degree 3 .  The G"alois group off is either S3 or A3. If char � � 2 ,  it is A3 if and on�r if 
the discrin1inant off is the square ofan elen1ent ofK. 

PROOF. Exercise ; use Theorem 4.2 and Corol lary 4.6. • 

If the base field K is a subfield of the field of real numbers, then the discriminant 
of a cubic polynomial  fe K[x] can be used to find out how many real roots fhas 

(Exercise 2). 
Let f be as in Corollary 4. 7. If the Galois group of f is A 3 """' Z3 there are, of 

course, no intermediate fields. If it is S3, then there are four proper intermediate 

fields, K(Ll), K(ut), K(u2), and K(u3) where ur ,u2,u3 are the roots of f. K(�) corresponds 

to A:� and K(ul) corresponds to the subgroup l (1 ),(jk) l (i � j,k) of S.h wh ich has order 
2 and i ndex 3 (Exercise 3) .  

Except in  the case of characteristic 2 ,  then, computing the Galois group of a 

separable cubic reduces to computing the discriminant and determining whether or 

not i t  is a square i n  K. The following result is sometimes helpful .  

Proposition 4.8. Let K be a field with char K � 2,3 .  If f(x) = x=3 + bx2 + ex  + 
d c K [x] has three distinct roots in �(nne sp/irting field, then the po/ynoJnial 
g(x) = f(x - b 3) E K[x] has the fhrm x3 + px + q and the di."icrilninant of f is 
- 4p3 - 27q2• 

SKET(�H OF PROOF. Let F be a splitting field of f over K and verify that 

u ::: F is a root of fif  and only if u -+ b/3 is a root of g = f(x - b/3). This implies 
that g has the same discriminant as /. Verify that g has the fonn x3 + px + q (p,q 2 K). 
Let r 1  , c � , L"3 he the roots of K in F. Then (x - z·J )(x - c�)(x - c1) = K(x) = ..\ 3 + px + lJ 
which implie� 
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Vt + V2 + V3 = 0; 

V1 V2 + Vt V3 + V2V3 = p;  

- V1 V2V3 = q. 

Since each v1 is a root of g 

(i = 1 ,2,3). 

The fact that the discriminant !:::.2 of g is -4p3 - 27q2 now follows from a gruesome 
computation involving the definition fl2 = (vt - f·�)2(vi - v3)2(v2 - v3)2, the equa
tions above and the fact that (vi - v/)2 

= (vi + v1)2 - 4vivi. • 

EXAMPLE. The polynomial x3 - 3x + 1 E Q[x] is  irreducible by Theorem 
111 .6.6 and Proposition 111.6.8 and separable since char Q = 0. The discriminant is 
-4( - 3)3 - 27( 1)2 = 108 - 27 = 81 which is a square in Q. Hence the Galois group 
is A3 by Corollary 4.  7. 

EXAMPLE. If f(x) = x3 + 3x2 - x - 1 E Q[x], then 

g(x) = f(x - 3/3) = f(x - 1 )  = x3 - 4x + 2, 

which is irreducible by E isenstein "s Criterion (Theorem 111.6.1 5). By Proposition 4.8 
the discriminant of f is  -4( -4)3 - 27(2)2 = 256 - 108 = 1 48, which is not a 
square i n  Q. Therefore the Galois group is S3. 

We turn now to polynomials of degree four (quartics) over a field K. As above, 
we shal l  deal only with those f�:: K[x] that have distinct roots Ut,U2,u3,u4 in some 
spl itting field F. Consequently, F is Galois over K and the Galois group of [may be 
considered as a group of permutations of { u�,uz,ua,u4 } and a subgroup of S4. The sub
set V = { (1 ),( 1 2)(34),( 1 3)(24),(14)(23) } is a normal subgroup of S4 (Exercise 1 .6.7), 
which wi l l  play an important role in the d iscussion . Note that V is isomorphic to the 
four group z2 EB Z2 and v n G is a normal subgroup of G = AutKF < s4. 

Lemma 4.9. Let K, f, F, ui, V, and G = AutKF < S4 be as in the preceding para
graph. If a = U1U2 + uau4, /3 = UtU3 + U2U4, 1' = U1U4 + UzU3 E F., then under the 
Galois correspondence (Theoren1 2.5) the subfield K(a,/3,1') corresponds to the norrnal 
subgroup V n G. Hence K(a,{3;y) is Galois ocer K and AutKK(a ,/3;y) r-v G/(G n V). 

SKETCH OF PROOF. Clearly every element in  G n V fixes a,/3,1' and hence 
K(a,/3,1')- In order to complete the proof it suffices, in view of the Fundamental 
Theoren1, to show that every element of G not in V moves at least one of a,/3,1'. For 
instance if  u = ( 1 2) E G and u(/3) = /3� then u2u3 + u1u4 = u1u3 + u2u4 and hence 
u2(Ua - u.�) = Ut(Ua - u4). Consequently, u1 = u2 or U3 = u4, either of which is a 
contradiction. Therefore a(/3) -:;6- {3. The other possi bilities are handled similarly. 
[Hint :  Rather than check al l 20 possibil ities show that it suffices to consider only one 
representative from each coset of V in S4J - • 

Let K, f, F, ui and a,{3;y be as in  Lemma 4.9. The elements a,{j;y play a crucial 
role in determining the Galois groups of arbitrary quartics. The polynomial 
(x - a)(x - {3)(x - -y) E K(a,/3,-y)[x] is cal led the resolvant cubic of f. The resolvant 
cubic is actual ly a polynomial over K: 

r 

l 
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Lemma 4.10. If K is afield and f = x4 + bx3 + cx2 + dx + e E K[x], then the 
resolvant cubic of f is the polynomial x3 - cx2 + (bd - 4e)x - b2e + 4ce - d2 f K[x]. 

SKETCH OF PROOF. Let /have roots u1, . . .  , u4 in some splitting field F. 
Then use the fact that f = (x - u1)(x - u2)(x - u3)(x - u4) to express b,c,d,e in 
terms of the ui. Expand the resolvant cubic (x - a)(x - {3)(x - 'Y) and make appro
priate substitutions, using the definition of a,{3, 'Y (Lemma 4.9) and the expressions 
for b,c,d,e obtained above. • 

We are now in a position to compute the Galois group of any (irreducible) 
separable quartic fe K[x] . Since its Galois group G is a transitive subgroup of S4 
whose order is divisible by 4 (Theorem 4.2), G must have order 24, 12� 8 or 4. Verify 
that the only transitive subgroups of orders 24, 12,  ahd 4 are S4, A4, V ('"'"" Z2 E8 Z2) 
and the various cyclic subgroups of order 4 generated by 4-cycles ; see Exer
cise 1 .4.5 and Theorem 1 .6.8. One transitive subgroup of S4 of order 8 is the 
dihedral group D4 generated by (1 234) and (24) (page 50). Since D4 is not normal in 
S4, and since every subgroup of order 8 is a Sylow 2-subgroup, it follows from the 
second and third Sylow Theorems that S4 has precisely three subgroups of order 
8, each isomorphic to D4 . 

Pro position 4.11. Let K be a field and f E K[x] an (irreducible) separable quartic 
with Galois group G (considered as a subgroup of S4). Let a,{:J;y be the roots of the 
resolvant cubic off and let m = [K(a,{3,')') : K]. Then: 

(i) m = 6 ¢=> G = S4 ; 
(ii) m = 3 � G = A4 ; 
(iii) m = 1 ¢=> G = V; 
(iv) m = 2 ¢=> G --.; D4 or G ,-...._; Z4 ; in this case G '"'"" 04 if f is irreducible over 

K(a,f3,'Y) and G --.;  Z4 otherwise. 

SKETCH OF PROOF. Since K(a,{3,')') is a splitting field over K of a cubic, the 
only possibilities for 1n are 1 ,2,3 , and 6. In view of th is and the discussion preceding 
the theorem, it suffices to prove only the implications <== in each case. We use the 
fact that m = [K(a,{3,')') : K] = ! GIG n VI by Lemma 4.9. 

If G = A4, then G n v = v and m = I G/VI = I G// IVI = 3. Similarly, if  
G = S4, then m = 6.  If  G = V, then G n V = G and m = I G/ Gj  = 1 .  If G '"'"" D4, 
then G n v = V since V is contained in every Sylow 2-subgroup ofS4 and m = I G/VI 
= I Gl/1 VI = 2. If G is cyclic of order 4, then G is generated by a 4-cycle whose 
square must be in V so that ! G  n Vj = 2 and m = I G/G n VI = I G!/ I G  n Vj = 2.  

Since f is either irreducible or reducible and D4 ;;t Z4, it suffices to prove the con
verse of the last statement. Let Ut ,U2,ua,u4 be the roots of f in some splitting field F 
and suppose G ""' D4, so that G n V = V. Since V is a transitive subgroup and 
G n v = AutK(a.B. "/)F (Lemma 4.9), there exists for each pair i ¢. j ( 1  < i,j < 4) 
a u E G n V which induces an isomorphism K(a,{3;y)(ui) --.; K(a:,{3;y)(ui) such that 
u(ui) = ui and u I K(a,f3,'Y) is the identity. Consequently for each i ¢. j, Ui and ui are 
roots of the same irreducible polynomial over K(a,{3;y) by Corollary 1 .9. It foHows 
that f is irreducible over K(a,{3,')'). On the other hand if G � Z4, then G n V = 
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AutK<a.J3. -,>F has order 2 and is not transitive. Hence for some i rt j there is no 
(J E G n v such that u(ui) = Uj. But since F is a splitting field over K(a,{3;y)(ui) and 
K(a,{3;y)(ui), if there were an isomorp�ism K(a�{3,f')(ui) "" K(a,{3,,)(tt1), which was 
the identity on K(a,/3,1') and sent ui to u1, it would be the restriction of son1e 
(J E AutK (a.Jl. "'r)F = G n v by Theorem 3.8 .  Therefore, no such isomorphism exists, 
whence u1 and u1 cannot be roots of the same irreducible polynomial over K(a,{3;y) 

by Corollary 1 .9. Consequently, fmust be reducible over K(a,{3;y). • 

EXAl\tiPLE. The polynomial f = x4 + 4x2 + 2 E Q[x] is irreducible by Eisen
stein's Criterion (Theorem 111.6. 1 5) ;  fis separable since char Q = 0. Using Lemma 
4. 1 0  the resolvant cubic is found to be x3 - 4x2 - 8x + 32 = (x - 4)(x2 - 8) so 
that a = 4,  (3 = \)8, -y = - �8 and Q(a,{3,-y) = Q(-vs) = Q(2"Vi) = Q("Vi) is of 
dimension 2 over Q. Hence the Galois group is ( isomorphic to) D4 or Z4. A substitu
tion z = x2 reduces f to z2 + 4z + 2 whose roots are easily seen to be z = - 2  ± -ifi; 
thus the roots of f are x = ±�� = ±�- 2 ± �2- He�ce 

.f = (x - �-2  + �2)(x + 'V-2 + �2)(x -
�

- 2 - �2)(x + �- 2 - \)2) 
=- (x2 - ( - 2  + \)2) 

(
x2 - ( - 2  - \)2.)) E Q(

\}l.
)[x] . 

Therefore, f is reducible over Q( �2) and hence the Galois group is cyclic of order 
4 by Proposition 4. 1 1  (iv). 

EXAMPLE. To find the Galois group of f = x4 - 1 Ox2 + 4 E Q[x] we first 
verify thatf is irreducible (and hence separable as well). Now fhas no roots in Q, and 
thus no linear or cubic factors, by Theorem IJI.6.6 and Proposition 111.6.8.  To check 
for quadratic factors it suffices by Lemma 111 .6. 1 3  to show that f has no quadratic 
factors in Z[x] . I t  is easy to verify that there are no integers a,b,c,d such that 
f = (x2 + ax + b)(x2 + ex + d). Thus fis irreducible in Q[x] . The resolvant cubic 
of jis x3 + 1 0x2 - 1 6x - 1 60 = (x + 1 0)(x + 4)(x - 4), all of whose roots are in  
Q.  Therefore, nl = [Q(a,J),-y) : Q] = 1 and the Galois group of f i s  v ( '"'"' z2 EB Z2) 
by Proposition 4 . 1 1 .  

EXAMPLE. The polynomial x4 - 2 E Q[x] is irreducible (and separable) by 
Eisenstein's Criterion. The resolvant cubic is x3 + 8x = x(x + 2\)li) (x - 2\}l.i) 
and Q(a,{3, y) = Q(\}li) has dimension 2 over Q. Verify that x4 - 2 is irre-
ducible over Q( \}2i) (sjnce "Vi, y'2 4 Q( \)li)). Therefore the Galois group is 
isomorphic to the dihedral group D4 by Proposition 4 . 1  1 .  

EXAMPLE. Consider f = x' - 5x2 + 6 E Q[x) . Observe that fis reducible over 
Q. namely f = (x2 - 2)(x2 - 3). Thus Proposition 4. 1 1  is not applicable here. 
Clearly F = Q( v2, �3) is a splitting field off over Q and since x2 - 3 is irreducible 
over Q( �2) , [F : Q] = [F : Q( \)2)] [Q( \}2) : QJ = 2 · 2 = 4. Therefore AutQF, the 
Galois group off, has order 4 by the Fundamental Theorem. It follows from the 
proof of Theorem 4.2 and Corollary 4.3 that AutoQ( �2) consists of two elements : 
the identity map 1 and a map u with u( Vl) = - \)2. By Corollary 1 .9, l and u each 
extend to a Q-automorphism of F in two different ways (depending on whether 
�j � 'V3 or \}3 � - �3 ) . This gives four distinct elements of Aut0F (determined by 
the four possible combinations: �2 � ±\}2 and �3 � ±\}3). Since IAutoFI = 4 
and each of these automorphisms has order 2 the Galois group of fmust be isomor-
phic to the four group z2 EBz2 by Exercise 1 .4.5 .  I 

J 

r 
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Determining the intermediate fields and corresponding subgroups of the Galois 
group of a separable quartic is more complicated than doing the same for a separable 
cubic. Among other things one may have K(ui) = K(u,) even though ui rt ui (see the 
last example above). There is no easily stated proposition to cover ihe quartic case 
and each situation must be attacked on an ad hoc basis. 

EXAM PLE. Let F c C be a splitting field over Q of f =  x4 
- 2 c Q [x] . If  u is 

the positive real fourth root of 2, then the roots of fare u, -u, ui, - ui. In order to 
consider the Galois group G = AutQF of [as a subgroup of S4, we must choose an 
ordering of the roots, say u. = u, u2 = - u, U3 = ui, u4 = - ui. We know from the 
third example after Proposition 4. 1 1  that G is one of the three subgroups of order 8 
in S4, each of which is isomorphic to the dihedral group D4. Observe that complex 
conjugation is an R-automorphism of C which clearly sends u � u, - u  � - u, 
ui � - ui and - ui � ui. Thus it induces a Q-automorphism T of F = Q(u,ui). As 
an element of S4, r = (34). Now every subgroup of order 8 in S4 is conjugate to D4 
(Second Sylow Theorem) and an easy calculation shows that the only one containing 
(34) is the subgroup D generated by a = ( 1 324) and T = (34). It is easy to see that 
F = Q(u,ui) = Q(u,i), so that every Q-automorphism of F is completely determined 
by its action on u and i. Thus the elements of D may be described either in terms of a 
and r or by their action on u and i. This information is summarized in the table : 

( 1 )  (34) ( 1 324) ( 1 2)(34) (1 423) ( 1 3)(24) ( 1 2) ( 14)(23) 
T (J a2 a3 (JT a2T (J3T 

U M  u u Ul - u  - Ul Ul - u  - ui 
i 1-----4 

- -
- i  - i  l - t  l l l - l  

It is left to the reader to verify that the subgroup lattice of D and the lattice of 
intermediate fields are as given below, with fields and subgroups in the same relative 
position corresponding to one another in the Galois correspondence. 

Subgroup lattice ( H � K means H < K): 

( 1 )  

(r) (ar) 

((J) v 

G 

Intermediate field lattice (M � N means M C N) : 
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Q(u) Q(ui) 

� 1  

F = Q(u,i) 

1 
Q(u2 ,i) Q((l + i)u) Q((l - i)u) 

1� 1 
Q(i) 

I 
Q 

Specific techniques for computing Galois groups of polynomials of degree greater 
than 4 over arbitrary fields are rather scarce. We shall be content with a very special 
case. 

Theorem 4.12. If p is prime and f is an irreducible polynomial of degree p over the 
field of rational numbers which has precisely two nonreal roots in the field of complex 
numbers, then the Galois group off is (isomorphic to) SP. 

SKETCH OF PROOF. Let G be the Galois group of f considered as a sub
group of S p· Since p I I Gl (Theorem 4.2), G contains an element u of order p by 
Cauchy's Theorem 11.5.2. u is a p-cycle by Corollary 1 .6.4. Now complex conjuga
tion (a + bi � a - bi) is an R-automorphism of C that moves every nonreal ele
ment. Therefore, by Theorem 2.2 it interchanges the two nonreal roots off and fixes 
all the others. This implies that G contains a transposition T = (ab ). Since u can be 
written u = (aj2 · · -jp), some power of u is of the form dk = (abia · · · ip) c G. By 
changing notation, if necessary, we may assume r = ( 12) and uk = ( 1 23 · · · p). But 
these two elements generate Sp by Exercise 1.6.4. Therefore G = Sp. • 

EXAMPLE. An inspection of the graph of f = x5 - 4x + 2 c Q[x 1 shows that 
it has only three real roots. The polynomial f is irreducible by Eisenstein's Criterion 
(Theorem l ll .6 . 1 5) and its Galois group is S5 by Theorem 4. 1 2. 

It is stil l an open question as to whether or not there exists for every finite group 
G a Galois extension field of Q with Galois group G. If G = S7l , however, the answer 
is affirmative (Exercise 14). 

E X E R C I S E S 
Note: Unless stated otherwise K is a field, fE K[x] and F is a splitting field of f 

over K. 

l .  Suppose f E K[x 1 splits in F as f = (x - Ut)nl . · · (x - uk)nk (ui distinct ; ni > 1) .  
Let V0, . . .  , v" be the coefiicients of the polynomial g = (x - U1)(x - u2) • • •  (x - uk) 
and let E = K(v0 .. • • •  vk) .  Then 

r 

I 

1 
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(a) F is a splitting field of g over E. 
(b) F is Galois over E. 
(c) AutEF = AutKF. 

277 

2. Suppose K is a subfield of R (so that F may be taken to be a subfield of C) and 
that jis irreducible of degree 3. Let D be the discriminant of f Then 

(a) D > 0 if and only if fhas three real roots. 
(b) D < 0 if and only if fhas precisely one real root. 

3 .  Let !be a separable cubic with Galois group S3 and roots u� ,u2�U3 s F. Then the 
distinct intermediate fields of the extension of K by F are F, K(t:J.), K(ul), K(u2), 
K(u3)� K. The corresponding subgroups of the Galois group are ·1 ,A3, T�, T2� T3 
and s3 where Ti = { ( l ),(jk) I j rf i ¢ k J .  

4. If char K ¢ 2 �3 then the discriminant of x3 + bx2 + ex +  d is - 4c3 - 21tf2 + 
tr(c2 - 4bd) + I 8bcd. 

5. If char K rf 2 and fs K[x] is a cubic whose discriminant is a square in K, then f 
is either irreducible or factors completely in K. 

6. Over any base field K, x3 - 3x + I is either irreducible or splits over K. 

7. s4 has no transitive subgroup of order 6. 

8. Let j be an (irreducible) separable quartic over K and u a root of f There is no 
field properly between K and K(u) if and only if the Galois group of fis either 
A4 or S4. 

9. Let x4 + ax2 + b s K[x] (with char K rf 2) be irreducible with Galois group G. 
(a) If h is a square in K, then G = V. 
(b) If b is not a square in K and b(a2 - 4b) is a square in K, then G � Z4. 
(c) If  neither b nor b(a2 - 4b) is a square in K, then G � D4. 

I 0. Determine the Galois groups of the following polynomials over the fields 
indicated : 

(a) x4 - 5 over Q; over Q(�5) ; over Q(�5i). 
(b) (x3 - 2)(x2 - 3)(x2 - 5)(x2 - 7) over Q. 
(c) x3 - x - I over Q; over Q(�23i). 
(d) x3 - 1 0  over Q;  over Q(�2). 
(e) x4 + 3x3 + 3x - 2 over Q. 
(f) x:> - 6x + 3 over Q. 
(g) x3 - 2 over Q. 
(h) (x3 - 2)(x2 - 5) over Q. 
(i) x4 - 4x2 + 5 over Q. 
(j) x4 + 2x2 + x + 3 over Q. 

1 1 . Determine all the subgroups of the Galois group and all of the intermediate 
fields of the splitting field (over Q )  of the polynomia] (x3 

- 2)(x2 - 3) s Q[x] . 

1 2 . Let K be a subfield of the real numbers and f e K[x 1 an irreducible quartic. I ff  
has exactly two real roots, the Galois group of fis S4 or D4. 

1 3 . Assume that f(x) c K[x 1 has distinct roots u1 ,u2, . . .  , un in the splitting field F 
and let G = AuthF < Sn be the Galois group of f. Let Yt, . . .  , Yn be indeter
minates and define: 
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g(x) = II (x - (Ua(l}YI + Ua(2)Y2 + · · · + Ua(n)Yn)) 
ue.Sn 

(a) Show that 

g(x) = II (x - (UlYa<O + U2Yu(2) + · · · + UTlYa<n>)). 
aESn 

(b) Show that g(x) E K[y1, . . . , Yn,x] . 

(c) Suppose g(x) factors as g1(x)g2(x) · · · gr(x) with gi(x) s K(yi, . . .  , Yn)[x] 
monic irreducible. If x - L Ua<i>Yi is a factor of g1(x), then show that 

1 

Show that this implies that deg gt(x) = I G! . 
(d) If  K = Q, fc. Z[x] is monic, and p is a prime, let ]c.ZP[xJ be the poly

nomial obtained from f by reducing the coefficients of f(mod p) . Assume ]has 
distinct roots ilt , . . . , iln in some splitting field F over Zp. Show that 

g(x) = II (x - :L U;YT(;)) e F[x.y. , . . . , Ynl ·  
TESn i 

If the U1 are suitably ordered, then prove that the Galois group G of J is a sub
group of the Galois group G of f. 

(e) Show that x6 +- 22x5 - 9x4 + 1 2x3 - 37x2 - 29x - 1 5  E Q[x] has 
Galois group S6• [Hint: apply (d) with p = 2, 3, 5 .] 

(f) The Galois group of x5 - X - 1 E: Q[x] is s5. 

1 4. Here is a method for constructing a polynomial jE Q[x] with Galois groupSn for 
a given n > 3. It depends on the fact that there exist irreducible polynomials of 
every degree in ZAxJ (p prime ; Corollary 5.9 below). First choose fi,h, h E Z[x] 
such that : 

(i) deg _r. = n and ]. E Z2[x] is irreducible (notation as in 1 3(d)) . 
(ii) deg h = n and ]; E Z3[x] factors in Z3[x] as gh with g an irreducible of 

degree n - 1 and h linear; 
(iii) deg /3 = n and J; s Zs[x] factors as gh or gh1h2 with g an irreducible 

quadratic in Z:;[x] and h,h1,h2 irreducible polynomials of odd degree in Zs[x] . 

(a) Let f = - 1 5ft + JOj; + 6j;. Then f - ft (mod 2), f - h (mod 3), and 
! = fa (mod 5). 

· 

(b) The Galois group G of fis transitive (since ] is irreducible in Z2[xJ). 
(c) G contains a cycle of the type r = (id2 • • • in-1) and element (J A where (J is a 

transposition and A a product of cycles of odd order. Therefore (J e G, whence 
(hin) E G for some k( 1 < k < n - I )  by Exercise 1 .6.3 and transitivity. 

(d) G = S(l (see part (c) and Exercise L6.4(b)). 

5. FI N ITE FI ELDS 

In this section finite fields (sometimes called Galois fields) are characterized in  
terms of splitting fields and their structure completely determined. The Galois group 
of an extension of a finite field by a finite field is shown to be cyclic and its generator 
is  given expl icitly. 

T 
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We begin with two theorems and a lemma that apply to fields which need nor be 
finite. In each case, of course, we are interested primarily in the implications for 
finite fields. 

Theorem 5.1.  Let F be afield and let P be the intersection of all subfie/ds ofF. Then P 
is afield with no proper subfields. If char F = p (prime), then P � ZP. If char F = 0, 
then P � Q, the field of rational nun1bers. 

The field P is called the prime subfield of F. 

SKETCH OF PROOF OF 5.1. Note that every subfield of F must contain 0 
and I F . I t  follows readily that P is a field that has no proper subfields. Clearly P con
tains all elements of the form m 1 P (m e Z). To complete the proof one may either 
show directly that P = { m 1p  I m e Z }  if char F = p and P = { (mlp)(nlF)-1 I m,n e Z, 
n r! 0 }  if char F = 0 or one may argue as follows. By Theorem 111. 1 .9 the map 
cp : Z ---4 P given by m � m1F is a ring homomorphism with kernel (n), where 
n = char F and n = 0 or n is prime. If n = p (prime), then ZP � Z/(p) = Z/Ker cp 

'""' Im cp C P. Since Zp is a field and P has no proper subfields, we must have 
Zp '""' lm cp = P. If n = 0, then cp : Z _____, P is a monomorphism and by Corollary 
111.4.6 there is a monomorphism of fields cp : Q ---4 P. As before, we must have 
Q '""' lm cp = P. • 

Corollary 5.2. If F is a finite field, then char F = p r! 0 for some prime p and 
I Fl = pn for some integer n > 1 .  

PROOF. Theorem 111 . 1 .9 and Theorem 5 . 1  imply that F has prime character
istic p r! 0. Since F is a finite dimensional vector space over its prime subfield 
Z1,, F '""' ZP EB · · · EB ZP (n summands) by Theorem IV.2 .4 and hence IFI = pn . • 

In the sequel the prime subfield of a field F of characteristic p will always be 
identified with Z7) under the isomorphism of Theorem 5 . 1 . For example, we shall 
write Z P C F; in particular, I F  coincides with 1 e Z ]J· 

Theorem 5.3.  If F is a field and G is a finite subgroup of the ntultiplicatice group of 
nonzero elements nf F, then G is a cyclic group. In particular7 the multiplicatice group 
of all nonzero ele1nents of a finite field is cyclic. 

PROOF. If  G (r! 1 )  is a finite abelian group, G "'-� Zm1 ffi Zm2 EB ·  · · ffiZmk where 
tn1 > 1 and 1111 I 1112 ! ·  · · ! 1nk by Theorem 11.2. 1 .  Since mk(L Zm) = 0, i t  follows that 
every u e G is a root of the poJynomial xmk - IF e F[x] (G is a multiplicative group). 
Since this polynomiaJ has at most nt�c distinct roots in F (Theorem 111.6.7), we must 
have k = 1 and G ""' Zmk· • 

Corol lary 5.4.  IfF is afinite field, then F is a simple extension of its prime subjield 
ZP; that is, F = ZP(u) for some u e F. 
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SKETCH OF PROOF. Let u be a generator of the multiplicative group of 
nonzero elements of F. • 

lem ma 5.5.  IfF is a field of characteristic p and r > I is an integer, then the map 

<P :  F � F given by u � uPr is a Zp-monomorphism of fields. If F is finite, then <P is a 
Zp-automorphism of F. 

SKETCH OF PROOF. The key fact is that for characteristic p, (u ± c)r>r 
= uPr ± vPr for all u,v c F (Exercise 111 . 1 . 1 1  ) . Since I P � IF ,  <P fixes each element in 
the prime subfield Zp of F. • 

We can now give a useful characterization of finite fields. 

Pro position 5.6. Let p be a prilne and n > 1 an integer. Then F is a finite field with 
pn elements if and only if F is a splitting field ofxp ll - X over zp. 

PROOF. If IFI = pn. then the multiplicative group of nonzero eJements ofF has 
order pn - 1 and hence every nonzero u � F satisfies uPn-1 = 1p.  Thus every nonzero 
u z F is a root of xP'"I-1 - I F  and therefore a root of x(xpn-1 - I F) = x1'n - x E Zp[x J 
as well .  Since 0 E F is also a root of xPn - x, xPn - x has pn distinct roots in F (that is, 
it splits over F by Theorem 1 11 .6 .  7) and these roots are precisely the elements of F. 
Therefore, F is a splitting field of x1}n - x over Z P· 

If F is a splitting field of f =  x1'n - x over Zp, then since char F = char ZP = p, 
!' = - I  and fis relatively prime to f' . Therefore fhas p•l distinct roots in F by Theo
rem IIL6. 1 O(i �). If <P is the monomorphism of Lemma 5.5 (with r = n), it is easy to 
see that u E F is a root of fif and only if <P(u) = u. Use this fact to verify that the set E 
of all roots of fin F is a subfield of F of order pn, which necessarily contains the prime 
subfield Z,. of F. Since F is a splitting field, it is generated over Z]J by the roots of f 
(that is, the elements of E) . Therefore, F = Zp(E) = E. • 

Corollary 5.7. If p is a prin1e and n > 1 an integer, then there exists a field with pn 
elentents. Any two finite fields with the sa1ne nurnher of e/entents are isonrorphic. 

PROOF. Given p and n, a splitting field F of _.\- �'11 - x over ZP exists by Theorem 
3 .2 and has order pn by Proposition 5.6.  Since every finite field of order p11 is a 
spl itting field of xPn - x over ZP by Proposition 5 .6 ,  any two such are isomorphic by 
Corollary 3.9. • 

Coro l lary 5.8. lf K is a finite field and n > 1 is an integer, then there exists a sin1p/e 
extension _fie/d F = K(u) of K such that F is finite and [F : K] = n. An_r two n-dinlen
sivna/ extension fields ofK are K-ison1orphic. 

r 

I 
l 
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SKETCH OF PROOF. Given K of order pr let F be a splitting field of 
f = xP'" - x over K. By Proposition 5.6 every u e K satisfies uP" = u and it follows in
ductively that uvrn 

= u for all u E K. Therefore, F is actually a splitting field of fover 
Zv {Exercise 3 .3). The proof of Proposition 5.6 shows that F consists of precisely the 
pnr distinct roots of f. Thus pn'" = IFI = !KI lF :K J  = (pr) lF :K J, whence [F : K] = n. 
Corollary 5 .4 implies that F is a simple extension of K. If F1 is another extension field 
of K with [Ft : K] = n, then [Ft : Zvl = n[K : Zvl = nr, whence IF1 l  = pnr. By 
Proposition 5.6 F1 is a splitting field of xvnr - x over Zv and hence over K. Conse
quently, F and Ft are K-isomorphic by Corollary 3 .9. • 

Corollary 5.9. IfK is a finite field and n > 1 an integer, th£;n there exi:,ls an irre
ducible polynomial of degree n in K[x]. 

PROOF. Exercise ; use Corollary 5.8 and Theorem 1 .6. • 

Pro position 5.10. If F is a finite dimensional extension field of afinitefie/dK, then F 
is finite and is Galois over K. The Galois group AutKF is cyclic. 

SKETCH OF PROOF. Let Zv be the prime subfield of K. Then F is finite di
mensional over Zp (Theorem 1 .2), say of dimension n, which implies that IF/ = pn. 
By the proof of Proposition 5.6 and Exercise 3.2 F is a splitting field over ZP and 
hence over K, of xvn - x, all of whose roots are distinct. Theorem 3 . 1 1 implies that 
F is Galois over K. The map cp : F ---4 F given by u r+ uP is a Zp-automorphism by 
Lemma 5.5 .  Clearly cpn is the identity and no lower power k of cp can be the identity 
(for this would imply that xvk - x had p7' distinct roots in F with k < n, contradict
ing Theorem 111.6.7). Since IAutzJI = n by the Fundamental Theorem, AutzpF 
must be the cyclic group generated by cp. Since AutKF is a subgroup of AutzvF, 
AutKF is cyclic by Theorem 1 .3 .5 .  • 

E X E R C I S E S 
Note: F always denotes an extension field of a field K. 

1 .  If K is a finite field of characteristic p, describe the structure of the additive 
group of K. 

2 .  (Fermat) If p e Z is prime, then av = a for all a e ZP or equivalently, cP = c 
(mod p) for all c E Z. 

3. If [ Kl = pn 7 then every element of K has a unique pth root in K. 

4. If the roots of a monic polynomial f E K[x] (in some splitting field of f over K) 
are distinct and form a field, then char K = p and f = xPn - x for some n > 1 .  

5 .  (a) Construct a field with 9 elements and give its ·addition and multiplication 
tables. 
(b) Do the same for a field of 25 elements. 

6. If [K I  = q and (n,q) = 1 and F is a splitting field of xn 
- 1K  over K, then [F : K] 

is the least positive integer k such that n I (l/ - 1 ). 
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7. If IK I  = q and /E K[x] is irreducible, then /divides x9n - x if and only if deg f 
divides n. 

8. If I KI = pr and jF/ = Pn� then r I n  and AutKF is cyclic with generator <P given by 
U J-; Upr. 

9. If n > 3� then x2n + X + I is reducible over z2 . 
10.  Every element in a finite field may be written as the sum of two squares. 

1 1 .  Let F be an algebraic closure of Z P (p prime). 
{a) F is algebraic Galois over ZP. 
(b) The map <P :  F � F given by u � uP is a nonidentity Zp-automorphism 

of F. 
(c) The subgroup H = ('P) is a proper subgroup of AutzpF whose fixed field 

is Zp, which is also the fixed field of AutzPF by (a). 

1 2. If K is finite and F is an algebraic closure of K, then AutKF is abelian. Every ele
ment of AutKF (except 1 1.-) has infinite order. 

6. SEPARABILITY 

Our study of separability will be greatly facilitated by the simultaneous con
sideration of a concept that is, in a sense, the complete opposite of separability. 
Consequently the section begins with purely inseparable extensions, which are char
acterized in several different ways in Theorem 6.4. These ideas are then used to prove 
all the important facts about separability of algebraic extensions (principally Theo
rem 6. 7). The degree of (in)separability of an algebraic extension is discussed in 
detail (most of this material, however, is not needed in the sequel). Finally the 
Primitive Elen1ent Theorem is proved (Proposition 6.1 5). This result is independent 
of the rest of the section and may be read at any time. 

Defin ition 6.1.  Let F be an extension field of K. An algebraic element u E F is purely 
inseparable over K ifits irreducible polynomial f in K[x] factors in F[x] as f = (x - u)m. 
F is a purely inseparable extension of K if every element of F is purely inseparable 
over K. 

Thus u is separable over K i f its irreducible polynomial fof degree n has n distinct 
roots (in some splitting field) and purely inseparable over K if f has precisely one 
root. It is possible to have an element that is neither separable nor purely inseparable 
over K. 

Theorem 6.2. Let F be an extension field of K. Then u E F is both separable and 
pure(v inseparable over K if and only if u E K. 

PROOF. The element u E F is separable and purely inseparable over K if and 
only if its irreducible polynomial is of the form (x - u)m and has m distinct roots in 
some splitting field. Clearly this occurs only when m = l so that x - u E K[xJ 1 and u e K. • 

I 

I 
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If char /( = 0, then every algebraic element over K is separable over K. There
fore, Theorem 6.2 implies that the only elements that are purely inseparable over K 
are the elements of K itself. Thus purely inseparable extensions of K are trivial if 
char K = 0. Consequently, we usually restrict our attention to the case of nonzero 
(prime) characteristic . We shall frequently use the following fact about characteristic 
p without explicit mention: if char K = p � 0 and u,v E K, then (u ± v)Pn = uPn ± vPn 

for all n > 0 (Exercise 111 . 1 . 1 1 ) . In order to characterize purely inseparable exten
sions we need: 

Lemma 6.3. Let F be an extension field of K with char K = p � 0. If u E F is 
algebraic over K, then uPn is separable over K for Sl)lne n > 0. 

SKETCH OF PROOF. Use induction on the degree of u over K: If deg u = 1 
or u is separable, the lemma is true. If fis the irreducible polynomial of a nonsepar
able u of degree greater than one, then f' = 0 (Theorem 111.6. 1 0), whence fis a poly
nomial in xP (Exercise 111.6.3). Therefore, uP is algebraic of degree less than deg u 
over K, whence by induction (uP)Pn' is separable over K for some m > 0. • 

Theorem 6.4. IfF is an algebraic extension field of afie/d K ofcharacter.;stic f' � 0, 
then the following statements are equivalent: 

(i) F is purely inseparable over K;  
(ii) the irreducible polynomial of any u E F is of the form xP'' - a  E K[x] ; 
(iii) ifu e F, then urn E K for some n > 0; 
(iv) the only elements ofF which are separable over K are the elements ofK itself; 
(v) F is generated ocer K by a set of purely in�eparab/e elements. 

SKETCH OF PROOF OF 6.4. (i) => (ii) Let (x - u)m be the irreducible poly
nomial of u c: F and let m = npr with (n,p) = I .  Then (x - u)m = (x - u)Prn 

= (xPr - uPr)n by Exercise IlL I .  I L Since (x - u)m E K lxJ , the coefficient of xPT(n-t> , 
namely ±nuPr (Theorem 111 . 1 .6), must lie in K. Now (p,n) = I implies that uPT E K 
(Exercise 1 ) . Since (x - u)m = (x1I - uP)n is irreducible in K[x], we must have 
n = 1 and (x - u)7'• = xPT - a, where a = uPr E K. 

The implications (ii) => (ii i) and (i) � ( v) are triviaL (iii) � (i) by Exercise 
111 . 1 . 1 1 ;  (i) => (iv) by Theorem 6.2; and (iv) => (iii) by Lemma 6.3. (v) => (iii) I f  u is 
purely inseparable over K, then the proof of (i) => (ii) shows that uPn e K for some 
n > 0. If  u E F i s  arbitrary use Theorem 1 .3 and Exercise 111 . 1 . 1 1 .  • 

Corollary 6.5. If F is a finite di1nensional purely inseparable extension field ofK and 
char K = p � 0, then [F : K] = pn for so1ne n > 0. 

PROOF. By Theorem 1 . 1 1 F = K(ut,  . . .  , um).  By hypothesis each ui is purely 
inseparable over K and hence over K(ut, . . .  , ui_,) as well (Exercise 2). Theorems 1 .6 
and 6.4 (ii) imply that every step in the tower K C K(uJ) C K(u 1 ,u2) c · · · c 
K(u1,  • • •  , um) = F has dimension a power of p. Therefore [F : K] = pn by Theo
rem 1 .2 .  • 
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One more preliminary is needed for the principal theorem on separability. 

Lem ma 6.6 If F is an extension field ofK, X is a subset of F such that F = K(X), 
and every element of X is separable over K, then F is a separable extension of K. 

PROOF. If v E: F, then there exist u., . . .  , u, E: X such that v s K(u17 • • •  , Un) by 
Theorem 1 . 3 .  Let j;_ E: K[x] be the irreducible separable polynomial of ui and E a 
splitting field of { j; ,  . . .  , fr� J over K(u1, . . .  , u.,) .  Then E is also a splitting field of 
f j; , . . .  , fn l over K (Exercise 3 .3). By Theorem 3 . 1 1  E is separable (in fact Galois) 
over K, which implies that v E: K(ut , . . .  , un) C E is separable over K. • 

Theorem 6.7. Let F be an algebraic extensionjieldofK) S the set of all elenzents of F 
which are separable over K, and P the set of all elements _of F which are purely in
separable over K.  

(i) S is a separable extension field ofK.  
(ii) F is purely inseparable over S. 

(iii) P is a purely inseparable extension field ofK.  
(iv) P n S = K. 
(v) F is separable ocer P if and only if F = SP. 

(vi) lf F is normal over K, then S is Galois ocer K, F is Galois over P and AutKS "'"' 
AutpF = AutKF. 

REMARKS. It is clear that S is the unique largest subfield of F separable over K 
and that S contains every intermediate field that is separable over K; similarly for P 
and purely inseparable i ntermediate fields. If char K = 0, then S = F and P = K 
(Theorem 6 .2). 

SKETCH OF PROOF OF 6.7. (i) If u ,  r e S and v � 0, then K(u,v) is �eparable 
over K by Lemma 6.6, which implies that u - c, uc-1 E: S. Therefore, S is a subfield. 
Lemma 6.3 and Theorem 6.4 imply (ii). (iii) is a routine exercise using Exercise 
111 .1 . 1 1 i f  char K = p and the fact that P = K if char K = 0. Theorem 6.2 implies (iv) . 

(v) If F is separable over P, then F is separable over the c9mposite field SP (Exer
cise 3 . 1 2) and purely i nseparable over SP ((ii) and Exercise 2). Therefore, F = SP by 
Theorem 6.2. Conversely, i f F = SP = P(S) , then F is separable over P by Exercise 
3 . 1 2  and Lemma 6.6. 

(vi) We show first that the fixed field K0 of AutKF i s in fact P, which immediately 
implies that F is Galois over P and AutrF = Aut]{ F. Let u s  F have irreducible poly
nomial f over K and let u E: AutnF; u(u) is a root of f (Theorem 2.2). If u E P, then 
f = (x - u)m and hence u(u) = u. Therefore . P C K0• If u � K0 and v s F is any other 
root off, then there is a K-isomorphism T : K(u) � K(v) such that T(u) = v (Corollary 
1 .9). By Theorems 3 .8 and 3 . 1 4  and Exercise 3 .2  T extends to a K-automorphism of F. 
Since u E Ko, we have u = T(u) = v. Since f splits in  F[x] by normality. this argument 
shows that f = (x - u)= for �orne m. Therefore, u E P and P ::J K0• Hence P = Ku. 

Every u E AutpF = AutKF must send separable elements to separable elements 
(Theorem 2 .2). Therefore, the assignment u � u I S defines a homomorphism 
6 : AutpF � Aut.nS. Since F is normal over S, 6 is an epimorphism (Theorems 3 .8 
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a nd 3 . 1 4  and Exercise 3 .2). Since F is Galois over P, F = SP by (v), which implies 
that 6 is a monomorphism. Hence AutpF r-...1 AutnS. Finally suppose u E S is fixed by 
al l  a E Aut,{S. Since 8 is a n  epimorphism, u is i n  the fixed field P of AutpF, whence 
u E p n s = K. Therefore, s is Galois over K. • 

Coroll
,
ary 6.8. IfF is a separable extension field of E and E is a  separable extension 

field of K,  then F is separable ODer K.  

PROOF. I f  S is as  in Theorem 6.7, then E C S and F is purely i nseparable over 
S.  But F is separable over E and hence over S (Exercise 3 . 1 2).  Therefore, F = S by 
Theorem 6.2.  • 

Let F be a field of characteristic p � 0. Lemma 5.5 shows that for each n > 1 .,  the 
set FPn = { u1'11 I u E F} is a subfield of F. By Theorem 6.4 (iii), F is purely i nseparable 
over F1·" and hence over any intermediate field as wel l (Exercise 2). 

Corol lary 6.9. Let F be an algebraic extension field of K, with char K = p � 0. If F  
is separable ocer K, then F = KFPnfiJr each n > 1 .  If [F : K] is finite and F = KFP, 
then F is separable orer K .  In particular, u s  F is separable ocer K if and only if 
K(uP) = K(u). 

SKETCH OF PROOF. Let S be as i n  Theorem 6.7. If [F : K] is finite, then 
F = K(ut , . . .  , u,) = S(u . , . . .  , u,,) by Theorem 1 . 1 1 .  Since each ui is purely in
separable over S (Theorem 6.7), there is an n > I such that ui1·" E S for every i. Since 

F = S(u1 , . . .  , urn) , Exercise 111 . 1 . 1 1 and Theorem 1 .3 imply that Pn C S. Clearly 
every element of S is purely inseparable over FPn , and hence over KFPn. S is separ
able over K, and hence over KPn . Therefore S = KPn by Theorem 6 .2 .  Use the 

l 
fact that char K = p and Theore1n 1 . 3 to show that for any t > I ,  P = 

[K(u1 , . . .  , um> ]P1 = KP1(u1P1 , • • •  , umP1 ) . Consequently for any t > 1 we have 
KFpl - K(KPt( pl Pl )  - K( pl Pt )  N h· t h " . . t - u1 , • . •  , Um - u1 , • . •  , um . ote t a t IS argumen 

works for any generators u1 , • • •  , Um of F over K. Now if F = KP, then 
K(u. ,  . . . ' ufll) = F = KFP = K(ut • . . .  ' ump). An iterated argument with the 
generators ulc in place of ui [t = 1 ,  2 ,  . . . , n] shows that F = K(u1 , • • •  , um) = 

K(u1P'1 , • • •  , umPn) = KPn = S,  whence F is separable over K. Conversely,  if 
F is separable over K, then F is  both separable and purely inseparable over KPn 
(for any n > 1 ) . Therefore F = KFPn by Theorem 6 .2 .  • 

Next we consider separabi l ity a nd i nseparabil ity from a somewhat different point 
of view. Although Proposition 6. 1 2  i s  u�ed at one point i n  Section 7, all that i s  really 
essential for understanding the sequel is Defi nition 6. 10  a nd the subsequent remarks.  

Defin ition 6.10. Let F be an algebraic extension field of K and S the largest subfteld 
of F separable ocer K (as in Theoren1 6.7).  The dilnension lS : KJ is called the separable 
degree of F ocer K and is denoted [F : K1�- The dinzension [F : Sl is called the in
separable degree (or degree of inseparability) of F orer K and is denoted lF : Kh. 

REi\'IARKS. (F : KJ., = [F : K] and [F : KJ� = 1 if and only i f F is separable over 
K. lF : KL = 1 a nd [F : K]1 = [F : K] if a nd only if F is purely i nseparable over K. I n  
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any case, [F : KJ = [F : K]a[F : K]i by Theorem 1 .2. If [F : K] is finite and char K 
= p � 0, then [F : K]i is a power of p by Corollary 6.5 and Theorem 6.7(ii). The 
following lemma will enable us to give an alternate description of [F : K), and to 
show that for any intermediate field E, [F : E],[E : K], = [F : K]., .  

Lemma 6.11. Let F be an extension field of E, E an extension field ofK and N a 
normal extension field o fK containing F. If r is the cardinal number of distinct E-mono
morphisms F � N and t is the cardinal number of distinct K-monomorphisms E � N, 
then rt is the cardinal number of distinct K-monomorphisms F � N. 

PROOF. For convenience we assume �hat r, t are finite. The same proof will 
work in the general case with only slight modifications of notation. Let r� , . . .  , Tr be 
all the distinct E-monomorphisms F � N and u1, . . .  , ue all the distinct K-mono· 
morphisms E � N. Each ui extends to a K-automorphism of N (Theorems 3.8 and 
3.14 and Exercise 3.2) which will also be denoted ui. Each composite map u,r1 is a 
K-monomorphism F � N. If UiT; = ua.Tb, then ua-1uiTi = Tb which implies that 
ua -tu, J E = 1E. Consequently, we have Ui = ua. and i = a. Since Ui is injective 
uiT; = UiTb implies that T; = Tb and j = b. Therefore, the rt K-monomorphisms 
u,r1 : F � N (1 < i < t, 1 < j < r) are all distinct. Let u :  F � N be any K-mono
morphism. Then u I E = ui for some i and Ui-1u is a K-monomorphism F -+  N, 
which is the identity on E. Therefore, ui-•u = r 1 for some j, whence u = UiT 1• Thus 
the rt distinct maps uiTi are all of the K-monomorphisms F � N. • 

Proposition 6.12. Let F be afinite dimensional extensionfield ofK and N a normal 
exter..sion field ofK containing F. The number of distinct K-monomorphisms F � N is 
precisely [F : K]s, the separable degree ofF over K. 

SKETCH OF PROOF. Let S be the maximal subfield of F separable over K 
(Theorem 6.7(i)). Every K-monomorphism S � N extends to a K-automorphism of 
N (Theorems 3 .8 and 3.14 and Exercise 3.2) and hence (by rest�iction) to a K-mono
morphism F -+  N. We claim that the number of distinct K-monomorphisms F � N 
is the same as the number of distinct K-monomorphisms S -.. N. This is trivially true 
if char K = 0 since F = S in that case. So let char K = p � 0 and suppose u, T are 
K-monomorphisms F ---+ N such that u I S = T I S. If u e F, then uPn e S for some 
n > 0 by Theorems 6.4 and 6. 7(ii). Therefore, 

u(u)Pn = u(upn) = r(uPn) = r(u),n, 

whence u(u) = r(u). Thus u I S = T I S implies u = T, which proves our claim. Con
sequently, it suffices to assume that F is separable over K (that is, F = S), in which 
case we have [F : K) = [F : K]s, [F :- E] = [F : E]s and [E : K) = [E : K], for any inter
mediate field E (Exercise 3. 1 2). 

Proceed now by induction on n = [F : K] = [F : K], with the case n = 1 being 
trivial. If n > 1 choose u £ F - K; then [K(u) : K] = r > I .  If r < n use the induction 
hypothesis and Lemma 6. 1 1  (with E = K(u)) to prove the theorem. If r = n then 
F = K(u) and [F : K] is the degree of the (separable) irreducible polynomial f e K[x] 
of u. Every K-monomorphism a : F -t N is completely determined by v = a( u) . 
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Since v is a root of f (as in Theorem 2.2) there are at most [F : K) = deg f such 
K-monomorphisms. Since /splits in N by normality and is separable, Corollary 1 .9 
shows that there are exactly [F : K) distinct K-monomorphisms F � N. • 

Corollary 6.13. IfF is an extension field ofE and E is an extension field ofK., then 

[F : E].,(E : K]., = [F : K]., and [F : E]�[E : K)i = [F : K]io 

PROOF. Exercise; use Lemma 6. 1 1  and Proposition 6. 12 0  • 

Corollary 6.14. Let f e K[x) be an irreducible monic polynomial over a field K. F a 

splitting field off over K and U1 a root off in F. Then 

(i) every root off has rnultiplicity [K(u.) : K)i so that in F[xJ, 

f = [(x - u1) . - . (x - Un)]l KCut) · Kh, 

where u., . 0 0 , un are all the distinct roots off and n = [K(ui) : K].,; 
(ii) u1lK<u•> KJ i  is separable over Ko 

SKETCH OF PROOF. Assume char K = p #- 0 since the case char K = 0 is 
trivial. (i) For any i > I there is a K-isomorphism a : K(u1) ""' K(u.) with a(u1) = 14 
that extends to a K-isomorphism a of F (Corollary 1 .9, Theorem 3 .8, and Exercise 
3.2). Since fe K[x] we have by Theorem 2.2 

(x - u.)rt . · · (x - u")"" = f = af = (x - o{u1))rt . · · (x - a(�)Y". 

Since u�, . . .  , u .. are distinct and a is injective, unique factorization in K[x] implies 
that (x - u,)'"• = (x - a(ut ))"1 , whence r1 = r •. This shows that every root of fhas 
multiplicity r = r1 so that f = (x - u1Y · · · (x - u")'" and [ K(ut) : K] = deg f = nr. 

Now Corollary 1 .9 and Theorem 2.2 imply that there are n distinct K-monomor
phisms K(ut) -+ F7 whence [K(ut) : K]. = n by Proposition 6. 1 2  and Theorem 3 . 14. 
Therefore, 

(ii) Since r is a power of p = char K, we have f = (x - UtY - . . (x - unY = 
(x'" - ut'") · · · (x'" - Un '"). Thus f is a polynomial in x'" with coefficients in K, say 

n n 

I =  L u,xn. Consequently, u{ is a root of g(x) = L a,x' = (x - u{) · · (x - un') 
· =- 0  • - 0 

e K[x] . Since Ut , . • .  , u" are distinct, g(x) e K [x] is separable. Therefore u1'" -= 

u11K  L11> Kli is separable over K. • 

The following result is independent of the preceding material and is not needed 
in the sequel. 

Pro position 6.15. (Primitke Element Theorem) Let F be a finite dimensional ex

tension field of K. 
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(i) IfF is separable over K, then F is a simple extension ofK. 
(ii) (Art in) More generally, F is a simple extension o JK if and only if there are only 

finitely many intermediate fields. 

REMARK. An element u such that F = K(u) is said to be primitive. 

SKETCH OF PROOF OF 6.15. The first paragraph of the proof of Lemma 
3 . 17, which is valid even if the field K is finite, shows that a separable extension has 
only finitely many intermediate fields. Thus it suffices to prove (ii). Since (ii) clearly 
holds if K is finite (Corollary 5.8), we assume that K is infinite. One implication of (ii) 
is proved in the second paragraph of the proof of Lemma 3 .17. Conversely assume 
F = K(u) with u algebraic over K (since [F : K] is finite). Let E be an _intermediate 
field and g E E[x] the irreducible monic polynomial of u over E. If g = xn + an-lxn-l 
+ · · - +a1x + ao, then [F : E] = n. Show that E = K(ao.,a�, . . .  , an-t) by verifying 
that [F : K(ao, . . .  , an-t)] = n. Thus every intermediate field E is uniquely deter
mined by the irreducible monic polynomial g of u over E. If /is the monic irreducible 
polynomial of u over K, then g I f  by Theorem 1 .6. Since f factors uniquely in any 
splitting field (Corollary III.6.4), f can have only a finite number of distinct monic 
divisors. Consequently, there are only a finite number of intermediate fields. • 

E X E R C I S E S  
Note: Unless stated otherwise F is always an extension field of a field K. 

1 .  Let char K = p � 0 and let n > 1 be an integer such that (p.n) = 1 .  If c e F and 
nv e; K, then v e; K. 

2. If u c F is purely inseparable over K, then u is purely inseparable over any inter� 

mediate field E. Hence if F is purely inseparable over K, then F is purely in

separable over E. 

3.  If F is purely inseparable over an intermediate field E and E is  purely inseparable 

over K, then F is purely inseparable over K. 

4. If  u 2 F is separa ble over K and c z F is pure ly inseparable over K, then 

K(u,r) = K(u + c) . If u ¥- 0, c � 0, then 1\'(u.r) = K(uc) . 
5 .  If char K = p � 0 and a s K  but a �  K1', then x1''' - a z KlxJ is irreducible for 

every n > I .  

6. lf/ e K[x] is monic irreducible, degf> 2, andfhas all its roots equal (in a splitting 
field), then char K = p � 0 and f = xPn 

-- a for some n > I and a e: K. 

7. Let F, K, S, P be as in Theorem 6. 7 and suppose E is an intermed iate field. Then 

(a) F is  purely inseparable over E if and only if S C E. 

(b) I f F is separable over E, then P C E. 

(c) If E n S -= K, then E C P. 

8. If char K = p � 0 and [F : KJ is finite and not divisible by p, then F is separable 

over K. 

9. Let char K = p � 0. Then an algebraic element u � F is separable over K if and 
only if K(u) = K(uP..,) for a ll n > 1 .  
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10. Let char K = p -F- 0 and let fe K[x] be irreducible of degree n. Let m be the 
largest nonnegative integer such that f is a polynomial in xPm but is not a poly
nomial in xPW�-+1• Then n = nopm. If u is a root of /, then [K(u) : K]s = no and 
(K(u) : K]i = pm. 

1 L If /e K[x] is irreducible of degree m > 0, and char K does not divide m, then /is 
separable. 

12. F is purely inseparable over K if and only if F is algebraic over K and for any ex
tension field E of F, the only K-monomorphism F � E is the inclusion map. 

1 3 .  (a) The following conditions on a field K are equivalent : 

(i) every irreducible polynomial in K[x] is separable ; 
(ii) every algebraic closure K of K is Galois over K; 
(iii) every algebraic extension field of K is separable over K; 
(iv) either char K = 0 or char K = p and K = KP. 

A field K that satisfies (i)-(iv) is said to be perfect. 
(b) Every finite field is perfect. 

14. IfF = K(u,v) with u,v algebraic over K and u separable over K, then F is a simple 
extension of K. 

1 5. Let char K = p -F- 0 and assume F = K(u,v) where uP e K., vP E K and [F : K] = p2• 
Then F is not a simple extension of K. Exhibit an infinite number of intermediate 
fields. 

1 6. Let F be an algebraic extension of K such that every polynomial in K[x] has a 
root in F. Then F is an algebraic closure of K. (Hint: Theorems 3.14 and 6.7 and 
Proposition 6. 1 5  rna y be helpful.] 

7. CYCLIC EXTENSIONS 

The basic idea in Sections 7-9 is to analyze Galois field extensions whose Galois 
groups have a prescribed structure (for example, cyclic or solvable). In this section 
we shall characterize most finite dimensional Galois extensions with cyclic Galois 
groups (Propositions 7.7 and 7.8; Theorem 7 . 1 1 ). In order to do this it is first 
necessary to develop some information about the trace and norm. 

Defin ition 7.1.  Let F be a finite dimensional extension field ofK and K an algebraic 
closure ofK containing F. Let u�, . . .  , 'Tr be all the distinct K-monomorphisms F � K. 
lfu E F, the norm ofu, denoted, NKF(u) is the element 

NKF(u) = (ul(u)u�u) · · · ur(u)) lF :K11• 

The trace ofu, denoted T KF(u), is the element 

REMARKS. Theorem 7.3 below shows that the definition does not depend on 
the choice of K. It can be shown that an equivalent definition is obtained if one re-



290 CHAPTER V FI ELDS A N D  GALOIS T H EORY 

places K by any normal extension of K containing F (Exercise 1 ). K is normal over K 
(Theorems 3.4 and 3 . 14), whence r = [F : K]s is finite by Proposition 6. 12. If the con
text is clear N xF and T xF will sometimes be written simply as N and T. 

Note that the trace is essentially the additive analogue of the norm. In many in
stances this means that a proof involving the one will translate directly into a proof 
of the analogous fact for the other. There are some exceptions, however. For 
instance if F is not separable over K, then char K = p � 0 and [F : K]i = pt (t > 1). 
Consequently, T KF(u) = 0 for every u E F, but NxF(u) may not be zero. 

EXAMPLE. Let F = C ar.d K = R and take K = C. It is easy to see that the 
only R-monomorphisms C --+  C are the identity and complex conjugation. Conse
quently N(a + bi) = [(a + bi)(a - hi)]I = a2 + b2• 

The principal applications to be given here of the norm and trace occur when F is 
Galois over K. In this case the Galois group is finite and there is a more convenient 
description of the norm and trace, which is sometimes taken as a definition. 

Theorem 7.2. IfF is a finite dimensional Galois extension field ofK and 

AutKF = t Ul, • • •  ' q n }  ' 

then for any u E F, 

NKF(u) = a1(u)a2(u) · · · un(u) ; and 
T KF(u) = a1(u) + a2(u) + · · · + un(u). 

PROOF. Let K be an algebraic closure of K which contains F. Since F is normal 
over K (Corollary 3 . 1 5), the K-monomorphisms F ---. K are precisely the elements of 
AutKF by Theorem 3.14. Since F is also separable over K (Corollary 3. 1 5), 
[F : K]i = 1 .  The conclusion of the theorem now fol lows directly from Defini
tion 7. 1 .  • 

Suppose F is Galois over K and AutxF = { a1 , . . .  , an } .  Since AutxF is a group, 
the elements UiUt, aia2, • . . , aiun (for any fixed Ui E AutKF) are simply n1,u2, . . . , an 
in a possibly different order. This implies that for any u E F, N xF(u) and T KF(u) are 
fixed by every Ui E AutxF. Therefore, NKF(u) and TKF(u) must lie in K. The next 
theorem shows that this is true even if F is not Galois over K. The first two parts will 
be used frequently; the last two parts are not needed in the sequel. 

Theorem 7 .3.  Let F be a finite dimensional extension field ofK. Then for all u,v E F: 

(i) NKF(u)NKF(v) = NKF(uv) and T KF(u) + T KF(v) = T KF(u + v) ; 
(ii) ifu E K, then NKF(u) = u lF :K J and T KF(u) = [F : K}u ; 
(iii) NKF(u) and T KF(u) are elements ofK. More precisely, 

NKF(u) = (( - t )na0) lF :K(u) 1 E K and TKF(u) = - [F : K(u)]an-1 E K, 

where f = xn + au-1 xn-l + . . . + ao E K[x] is the irreducible polynomial ofu ;  
(iv) ifE is an intennediate field, then 

NKE(NEF(u)) = NKF(u) and TKE(TEF(u)) = TKF(u). 
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SKETCH OF PROOF. (i) and (ii) follow directly from Definition 7.1 and the 
facts that r = [F : K]3 and [F : K]s[F : K]i = [F : K]. 

(iii) Let E = K(u). An algebraic closure K of K which contains F is also an 
algebraic closure of E. The proof of Lemma 6.1 1 shows that the distinct K-mono
morphisms F ---+ K are precisely the maps CTkTi (I < k < t; 1 < j < r), where the u's 
are aU the K-automorphisms of K whose restrictions to E are distinct and the T's are 
all the distinct E-monomorphisms F ----+ K. Thus by Proposition 6. 1 2, 1 = [E : K],, 
whence n = [E : K] = t[E : K]; (see Remarks after Definition 6. 10). 

Use (ii) and Corollary 6. 13  to show that NKF(u) = (IT uk(u)) IF :EHE:Kli and 
k = l  

TKF(u) = [F : E][E : K]i(t uk(u)) . Since ui : K(u) :::: K(ui(u)) Corollary 1 .9 im-
k = l  

plies that u1(u), . . . .  , u,(u) are all the distinct roots of f By Corollary 6. 14 
f = [(x - u1(u))(x - u2(u)) · · · (x - u,(u))] lE:KJi 

= [ x' - (t1 uk(u))xH + · · · + ((- 1)' il uk(u)) JE :Klo. 

If [E : K}i = 1 ,  then n = t and the conclusion is immediate. If [E : KJi > 1 ,  then 
[E : K]i is a positive power of p =· char K. It is easy to calculate ao and to see that 
an-1 = 0 = TKF(u) ; use Exercise III. 1 . 1 1 .  

(iv) Use the notation in the first paragraph of the proof of (iii), with E any inter
mediate field. Apply the appropriate definitions and use Corollary 6. 13 .  • 

In addition to the trace and norm we shall need 

De fin it ion 7 .4. Let S be a nonempty set of automorphisms of a field F. S is linearly 
independent provided that for any a., . . . , an e F and u� , . . .  , un £ S (n > 1) :  

alul(u) + . 
0 0 + auun(U) = 0 for all u e F => ai  = 0 for every i. 

Lem ma 7.5. lf S is a set of distinct automorphisms of a field F, then S is linearly 
independent 0 

PROOF. If S is not linearly independent then there exist nonzero a. e F and 
distinct u;. e S such that 

a.u.(u) + a2u2.(u) + o • 
• + anu�(u) = 0 for all u e F. (1) 

Among all such udependence relations" choose one with n minimal; clearly n > 1 .  
Since u1 and u2 are distinct, there exists v E F with ut(v) � u2(v). Applying (1) to the 
element uv (for any u e F) yields : 

atut(u)ul(v) + a2u2(u)u2(v) + o • o + tlnUn(u)un(v) = 0; 

and multiplying (1)  by u1(v) gives: 
alul(u)nl(v) + a2uJ..u)ul(v) + . 

0 • + anun(u)ul(v) = 0. 
The difference of (2) and (3) is a relation: 

(2) 

(3) 

a2[a2(v) - a1(v)]a2(u) + a3[a3(v) - a.(v)]a3(u) + · · · + an[an(v) -.a1(v)]an(u) = 0 
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for all u E F. Since a2 � 0 and u2(v) � u1(v) not all the coefficients are zero and this 
contradicts the minimality of n. • 

An extension field F of a field K is said to be cyclic [resp. abelian] if F is algebraic 
and Galois over K and AutKF is a cyclic [resp. abelian] group. If in this situation 
AutKF is a finite cyclic group of order n, then F is said to be a cyclic extension of 
degree n (and [F : K] = n by the Fundamental Theorem 2.5). For example, Theorem 
5.10 states that every finite dimensional extension of a finite field is a cyclic extension. 
The next theorem is the crucial link between cyclic extensions and the norm and trace. 

Theorem 7.6. Let F be a cyclic extension field of K of degree n, u a generator of 
AutKF and u E F. Then 

(i) T KF(u) = 0 if and only ifu = v - o{ v) for some v E F; 
·. 

(ii) (Hilbert's Theorem 90) NKF(u) = 1 K if and only if u = vu(v)-• for some 
nonzero v E F. 

SKETCH OF PROOF. For convenience write u(x) = crx. Since u generates 
AutKF, it has order n and u,u2,u3, . . .  , u"-1,u" = IF  = u0 are n distinct automor
phisms of F. By Theorem 7 .2, T(u) = u + cru + u2u + · · · + un-1u and N(u) = 

u(uu] (cr2u) · · · (un-1u). 
(i) If u = v - crv, then use the definition and the facts that 

T(v - uv) = T(v) - T(crv) and u"(v) = v 

to show that T(u) = 0. Conversely suppose T(u) = 0. Choose w E  F such that 
T(w) = 1K  as follows. By Lemma 7.5 (since IK  � 0) there exists z e F such that 

0 r! lpz + crz + u2z + · · · + un-1z = T(z). 

Since T(z) E K by the remarks after Theorem 7 .2, we have u[T(z)-1zj = T(z)-1u(z). 
Consequently, if w = T(z)-1z, then 

Now let 

T(w) = T(z)-1z + T(z)-1crz + · · · + T(z)-lun-Iz 

= T(z)-1T(z) = I K. 

v = uw + (u + uu)(uw) + (u + uu + u2u)(u2w) 

+ (u + uu + u2u + u3u)(u3w) + · · · + (u + uu + · · · + un-2u)(un-2w). 

Use the fact that u is an automorphism and that 
0 = T(u) = u + uu + u2u + · · · + un-1u, 

which implies that u = - (uu + cr2u + . . .  + cr"-1u), to show that 
v - uv = uw + u(uw) + u(u2w) + u(u3w) + . . .  + u(u�-2w) 

+ u(un-lw) = uT(w) = ui K = u. 

(ii) If u = vcr(v)-1, then since u is an automorphism of order n, cr"(v-1) = v-1, 
u(v-1) = u(v)-1 and for each I < i < n - I ,  ui(vu(v)-1) = ui(v)ui+1(v)-1. Hence : 

N(u) = (vcr(v)-1}(uvu2(v)-1){cr2vu3(v)-1} · · · (u�-1vu"(v)-1) = I K . 
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Conversely suppose N(u) = IK,  which implies u � 0. By Lemma 7.5 there exists 
y e F such that the element v given by 

v = uy + (uuu)uy + (uuuu2u)u2y + . . .  + (uuu · . .  un-2u)un-2y 

+ (uuu · . .  un-lu)un-ly 

is nonzero. Since the last summand of v is N(u)un-Iy = I Kun-Iy = un-Iy, it is easy to 
verify that u-1v = uv, whence u = vu(v)-1 (u(v) � 0 since v � 0 and u is injec
tive). • 

We now have at hand all the necessary equipment for an analysis of cyclic ex
tensions. We begin by reducing the problem to simpler form. 

Proposition 7.7. Let F be a cyclic extension field of K of degree n and suppose 
n = mpt where 0 � p = char K and (m,p) = 1 .  Then there is a chain of intermediate 
fields F :J Eo :J E1 :J · · · :J Et-1 :J Et = K such that F is a cyclic extension of E0 
of degree m and for each 0 < i < t, Ei- t is a cyclic extension ofEi of degree p. 

SKETCH OF PROOF. By hypothesis F is Galois over K and AutKF is cyclic 
(abelian) so that every subgroup is normal. Recall that every subgroup and quotient 
group of a cyclic group is cyclic (Theorem 1.3.5). Consequently, the Fundamental 
Theorem 2.5(ii) implies that for any intermediate field E, F is cyclic over E and E is 
cyclic over K. It follows that for any pair L,M of intermediate fields with L C M, 
M is a cyclic extension of L ;  in particular, M is algebraic Galois over L. 

Let H be the unique (cyclic) subgroup of order m of AutKF (Exercise 1.3 .6) and 
let E0 be its fixed field (so that H = H" = Eo' = AutE0F). Then F is cyclic over Eo of 
degree m and E0 is cyclic over K of degree pt. Since AutKEo is cyclic of order pt it has a 
chain of subgroups 

I = Go < Gt < G2 < · · · < Gt-t� <  Gt = AutKEo 
with I Gi [ = pi, [ Gi : G1-1] = p and Gil Gi-l cyclic of order p (see Theorem 1.3.4(vii)). 
For each i let Ei be the fixed field of Gi (relative to £0 and AutKEo). The Fundamental 
Theorem 2.5 implies that : (i) Eo :J £1 :J £2 :J · · - :J E,_1 :J E, = K; (ii) [Ei-1 : £;,] 
= [Gi : Gi-t] = p ;  and (iii) AutE .. Ei-1 � Gi/Gi-1· Therefore, Ei-1 is a cyclic extension 
of E;, of degree p (0 < i < t - l ) . • 

Let F be a cyclic extension field of K of degree n. In view of Proposition 7. 7 we 
may, at least in principle, restrict our attention to just two cases : (i) n = char K 
= p � 0; (ii) char K = 0 or char K = p � 0 and {p,n) = 1 (that is, char K{n). The 
first of these is treated in 

Proposition 7 .8. Let K be afield of characteristic p � 0. F is a cyclic extension field 
ofK of degree p if and only ifF is a splitTing field over K of an irreducible polynomial 
of the form xP - x - a E K[x]. In this case F = K(u) where u is any root ofxP - x - a. 

PROOF. ( ===>) If u is a generator of the cyclic group AutKF, then 
TKF(IK) = [F : K]lK  = p lK = 0 
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by Theorem 7.3(ii), whence 1 K = v - a{v) for some v E F by Theorem 7.6(i). If 
u = -v., then u(u) = u + l K � u, whence u � K. Since {F : K] = p there are no 
intermediate fields, and we must have F = K(u). Note that u(uP) = (u + 1 K)P 
= uP + 1KP = uP + 1 K  which implies that u(uP - u) = (uP + b J  - (u + IK) 
= uP - u. Since F is Galois over K and AutKF = (u), a =  UP - u must be in K. 
Therefore, u is a root of xP - x - a e K[x] , which is necessarily the irreducible 
polynomial of u over K since the degree of u over K is [K(u) : K] = lF : K] = p. 

Recall that the prime subfield Z p of K consists of the p distinct elements 0, 1 = 1 K., 
2 = 1K + IK, . . .  , p - 1 = 1K + · · · + 1 K  (Theorem 5.1) .  The first paragraph of 
the proof of Theorem 5.6 shows that iP = i for all i E Zw Since u is a root of 
xP - x - a, we have for each i c. ZP : (u + i)P - (u + i) - a = u1' + jP - u - i -
a = (uP - u - a) + (iP - i) = 0 + 0 = 0. Thus u + i e K(u) = F is a root of 
xP - x - a for each i E Zp, whence F contains p distinct roots of xP - x - a. 

Therefore, F = K(u) is a splitting field over K of xP - x - a. Finally if u + i 
(i E Zp c K) is any root of xP - x - a, then clearly K(u + i) = K(u) = F. 

(<===) Suppose F is a splitting field over K of xP - x - ·a E K[x] . We shall not as
sume that xP - x - a is irreducible and shall prove somewhat more than is stated in 
the theorem. If u is a root of xP - x - a, then the preceding paragraph shows that 
K(u) contains p distinct roots of xP - x - a :  u, u + t ,  . . .  , u + (p - 1 )  s K(u). 
But xP - x - a has at most p roots in F and these roots generate F over K. There
fore, F = K(u), the irreducible factors of xP - x - a are separable and F is Galois 
over K (Theorem 3 . 1 1 and Exercise 3. 1 3) .  Every r s AutKF = AutKK(u) is completely 
determined by r(u). Theorem 2.2 implies that r(u) = u + i for some i E ZP C K. 
Verify that the assignment r � i defines a monomorphism of groups {) : AutKF----) Z1, . 

Consequently, AutKF r-v Im {) is either 1 or Zp· If AutKF = 1 ,  then [F : K] = I by the 
Fundamental Theorem 2.5, whence u E K and xP - x - a splits in K[x]. Thus if  
xP - x - a is irreducible over K, we must have AutKF r-..1 Zp. In this case, therefore, 
F is cyclic over K of degree p. • 

Corollary 7 . 9. If K is a field of characteristic p � 0 and xP - x - a E K[x], then 
XP - x - a is either irreducible or splits in K[x]. 

PROOF. We use the notation of Proposition 7.8.  In view of the last paragraph of 
that proof it suffices to prove that if AutKF "' Im (J = ZP , then x1) - x - a is irre
ducible. I f  u and v = u + i (i e Zp C K) are roots of xl' - x - a, then there exists 
r E AutKF such that r(u) = v and hence r : K(u) r-..� K(t') (choose r with 8(r) = i). 
Therefore, lA and v are roots of the same irreducible polynomial in K[x] (Corollary 
1 .9) . Since v was arbitrary this implies that xP - x - a is irreducible. • 

Proposition 7.8 completely describes the structure of a cyclic extension of the 
first type mentioned on p. 293 . In order to determine the structure of a cyclic exten
sion of degree n of the second type it will be necessary to introduce an additional 
assumption on the ground field K. 

Let K be a field and n a positive integer. An element r E K is said to be an nth root 
of unity provided tn = 1 K. (that is, t is a root of xn - 1 /\.  E K[x] ). It is easy to see that 
the set of all nth roots of unity in K forms a multiplicative subgroup of the multiplica
tive group of nonzero elements of K. This subgroup is cyclic by Theorem 5 .3 and has 
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order at most n by Theorem 111.6. 7 .  r E K is said to be a primitive nth root of unity 
provided r is an nth root of unity and r has order n in the multiplicative group of nth 
roots of unity. In particular, a primitive nth root of unity generates the cyclic group 
of all nth roots of unity. 

REMARKS. If char K = p and p I n, then n = pkm with (p,m) = l and m < n. 

Thus xn - 1K  = (xm - IK)Pk (Exercise 111 . 1 . 1 1  ). Consequently the nth roots of unity 
in K coincide with the mth roots of unity in K. Since m < n, there can be no primitive 
nth root of unity in K. Conversely, if char K {' n (in particular, if char K = 0), then 
nxn-l r! 0, whence xn - 1 K is relatively prime to its derivative . Therefore xn - IK  
has n distinct roots in any splitting field F of xn - IK over K (Theorem III .6. 10). 
Thus the cyclic group of nth roots of unity in F has order n and F (but not necessarily 
K) contains a primitive nth root of unity. Note that if K does contain a primitive 
nth root of unity, then K contains n distinct roots of xn - IK ,  whence F = K. 

EXAMPLES. lK  is an nth root of unity in the field K for all n > I .  If 
char K = p =;af 0 and n = pk, then 1 K is the only nth root of unity in K. The subfield 
Q(i) of C contains both primitive fourth roots of unity (±i) but no cube roots of 
unity except 1 ,  (the others being - 1/2 ± -v3 i/2). For each n > 0, e2-rifn E C is a 
primitive nth root of unity. 

In order to finish our characterization of cyclic extensions we need 

Lemma 7 . 10. Let n be a positive integer and K afield which contains a primitive nth 
root of unity r. 

(i) Jfd l n, then (n'd = 1] is a primitive dth root of unity in K. 
(ii) If d I n and u is a nonzero root of xd - a e; K [x], then xd - a has d distinct 

roots, namely U,l']U,7]2u, . . .  , 7Jd-1u, where 7] E K is a primitive dth root of unity. Fur 
thermore K(u) is a splitting field ofxd - a over K and is Galois over K .  

PROOF. (i) r generates a multiplicative cyclic group of order ·n by definition. If 
d I n, then 1] = rnld has order d by Theorem 1.3 .4, whence 1J is a primitive dth root of 
unity. (ii) If u is a root of xi - a, then so is TJtu. The elements -rf = l K, 71, . . . , 7Jd-l 
are distinct (Theorem 1 .3 .4). Consequently since TJ e; K .. the roots u, TJU, • • •  , 7Jd-tu of 
xd - a are distinct elements of K(u). Thus K(u) is a splitting field of xd - a over K. 
The irreducible factors of xd - a are separable since all the roots are distinct .. whence 
K(u) is Galois over K by Theorem 3 . 1 1  and Exercise 3 . 1 3. • 

Theorem 7 .11. Let n be a positive integer and K a field which contains a primitive 
nth root of unity r. Then the following conditions on an extension field F of K are equiv
alent .  

(i) F is cyclic of degree d, where d I n ;  
(ii) F is a splitting field over K of a polynomial of the form xn - a e; K[x] (in which 

case F = K(u), for any root u ofxn - a) ; 
(iii) F is a splitting field over K of an irreducible polynomial vf the form 

xd - b ;  K[x], where d I n (in which case F = K(v), for any root v ofxd - b). 
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PROOF. (ii) =} (i) Lemma 7. 1 0  shows that F = K(u) and F is Galois over K for 
any root u of X71 - a. If u c: Aut1{F = Aut1{K(u), then a is completely determined by 
u(u), which is a root of xn - a by Theorem 2.2 .  Therefore, u(u) = tiu for some 
i (0 < i < n - 1 )  by Lemma 7. 10. Verify that the assignment u � ti defines a mono
morphism from AutKF to the multipl icative cyclic group (of order n) of nth roots of 
unity in K. Consequently, AutKF is a cyclic group whose order d divides n (Theorem 
1 .3 .5  and Corollary 1 .4.6) . Hence F is cyclic of degree d over K. 

(i) :=} (iii) By hypothesis AutKF is cyclic of order d = [F : K] with generator u. 

Let 1J = rn!d E K be a pri mitive dth root of unity. Since NK.F(1J) = 7} [ F : K ]  = 1Jd = ] K, 
Theorem 7.6(ii) implies that 77 = wu(w)-1 for some w c: F. If v = w-1 , then a(v) = 1JV 

and a(v
d
) = (17v)d = 17

d
crl = va . Since F is  Galois over K, vd = b mu_st lie in K so that 

v is a root of xd - b c: K[x] . By Lemma 7. 1 0  K(v) C F and K(v) is a splitting field 
over K of xd - b (whose distinct roots are v,1}t:, . . .  , 77a-1v) . Furthermore for each 
i (0 < i < d - 1 ), ui(c) = 17iv so that a-1 : K(D) '"" K(17iv).  By Corollary 1 .9 v and 17iv 

are roots of the same irreducible polynomia l over K. Consequently, xd - b is irre
ducible in K[x] . Therefore, [K(v) : K] = d = [F : K] , whence F = K(v) . 

(iii) =} (ii) If v 2 F is a root of xd - b c: K[x] , then F = K(v) by Lemma 7 . 10. Now 
(tvt' = rTJvTJ = I KC'd(n/d) = bnfd 2 K so that tv is a root of X71 - a E K[x] ,  where 
a = bn ld_ By Lemma 7. 10 again K(tv) is a splitting field of X71 - a over K. But r E K 
impl ies that F = K(v) = K(tv) . • 

It is clear that the primit ive nth roots of unity play an important role in the 
proof of the preceding results. Characterization of the splitting fields of polynomials 
of the form X71 - a c K[x] is considera bly more difficult when K does not contain a 
primitive nth root of unity. The case when a = 1 K is considered in Section 8 .  

E X E R C I S E S 
1 .  If K is replaced by any normal extension N of K contain ing F in Definition 7. 1 ,  

then this new definition of norm and trace is equivalent to the original one . In  
particular, the new definit ion does not depend on the choice of N. See Exercise 
3 .2 1 . 

2. Let F be a fi nite dimensional extension of a fin ite field K. The norm N n. P  and the 
trace T , /' (considered as maps F � K) are surjective. 

3. Let Q be a (fixed) algebraic closure of Q and r E Q, e � Q. Let E be a subfield of 
Q ma ximal with respect to the condi tion �_· l E. Prove that every finite dimen
sional extension of E is cycl ic. 

4. Let K be a field, K an a lgebraic closure of K and a 2 Aut1..:K. Let 

F = { u E K !  u(u) = u L  

Then F is  a field and every finite dimensional extension of F is cyclic.  

5 .  lf F is a cyclic extension of K of degree p'' (p prime) and L is an intermediate 
field such that F = L(u) a nd L is cyclic over K of degree pn- l ,  then F = K(u). 

6. I f  char K = p � 0, let K 1) = { uP - u J u 2 K t • 

(a) A cyclic extension field F of K of degree p exists if and only if K =1= KP. 
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(b) If  there exists a cyclic extension of degree p of K, then there exists a cyclic 
extension of degree pn for every 11 > I .  [Hint : Use induction ; if E is cyclic over 
K of degree pn-I with AutT(E generated by u, show that there exist u,v e E such 
that TKE(v) = I K  and a(u) - u = vP - v. Then xP - x - u e E [x] is irreducible 
and if  w is a root , then K( w) i s  cyclic of degree pn over K.] 

7 .  If n is an odd integer such that K contains a primitive nth root of unity and char 
K f 2, then K also contains a primitive 2nth root of unity . 

8. If F is a finite dimensional extension of Q, then F contains only a finite number 
of roots of unity. 

9. Which roots of unity are contained in the following fields : Q(i), Q( -"V2), Q( '"V3), 
Q('"V5), Q(-"V-2), Q("V- 3)'! 

10. (a) Let p be a prime and assume either (i) char K = p or (ii) char K -:;t p and K 

contains a primit ive pth root of unity. Then xP - a c: K[x] is either irreducible or 
splits in K[x].  

(b) If char K = p � 0, then for any root u of xP - a c: K[x], K(u) -:;t K(uP) if and 
only if fK(u) : K] = p. 

8. CYCLOTOM IC EXTENSIONS 

Except for Theorem 8 . 1  this section is not needed in the sequel. We shall examine 
splitting fields of the polynomial xn - 1 1.: ,  with special attention to the case K = Q . 
• 
These splitting fields turn out to be abelian extensions whose Galois groups are 
well known. 

A splitting field F over a field K of x11 ·- I K s K[x] (where n > 1 )  is cal led a 
cyclotomic extension of order n. If char K = p -:;t 0 and n = rnpr with (p,Jn) = 1 ,  
then A u  - 1 h = (xm - 1 )Pr (Exercise 111 . 1 . 1 1 )  so that a cyclotomic extension of order 
n coincides with one of order 111 . Thus we shal l  usually assume that char K does not 
divide n (that is, char K = 0 or is relatively prime to n). 

The dimension of a cyclotomic extension field of order n is related to the Euler 
function t.f of elementary number theory, which assigns to each positive integer n the 
number t.[(n) of integers i such that J < i < n and (i,n) = 1 .  For example, �(6) = 2 
and c;(p) = p - 1 for every prime p. Let I be the image of i c: Z under the canonical 
projection Z � Z,, . It is easily verified that (i,n) = 1 if and only if i is a unit in the ring 
Z.l (Exercise 1 ) . Therefore the multiplicat ive group of units in Zn has order �(n); for 
the structure of this group see Exercise 4. 

Theorem 8.1. Ler n he a positire integer, K afield such that char K does not divide n 
and F a  cyclotontic extension ofK of order n. 

(i) F = KG·), lvhere r € F is a prin7itite nrh root ofunitJ' . 

(ii) F is an abelian extension of dilnension d, where d � t?(n) ('-P the Euler function); 

if n is prilne F is actually a cyclic extension. 

(i i i )  AutK F is ison1orphic to a subgroup of order d of the Jnultiplicatic:e group of 

units o[Z, , .  
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REMARKS. Recall that an abelian extension is an algebraic Galois extension 
whose Galois group is abelian. The dtmension of F over K may be strictly less than 
<P(n). For example, if t is a primitive 5th root of unity in C, then R C R(t) C C, 
whence, [R(f) : R) = 2 < 4 = <P(5). If K = Q, then the structure of the group 
AutoF is completely determined in Exercise 7. 

SKETCH OF PROOF OF 8.1. (i) The remarks preceding Lemma 7 . 10  show 
that F contains a primitive nth root of unity t. By definition IK,t, . . . ' rn-l € K(!) are 
the n distinct roots of xn - I K, whence F = K(f). (ii) and (iii). Since the irreducible 
factors of xn - 1 K  are clearly separable, Theorem 3 . 1 1 and Exercise 3 . 13  imply that 
F is Galois over K. I f  u € AutKF, then a is completely determined by u(t). For some 
i (I  < i < n - 1),  u(!) = !i by Theorem 2.2. Similarly u-1(!) = s,- so that ! = a-1a(t) 
= !ii. By Theorem 1 .3.4(v), ij = 1 (mod n) and hence i c. Zn is a unit (where i � i 
under the canonical projection Z � Zn) .  Verify that the assignment a J---? I defines a 
monomorphism [from AutKF to the (abelian) multiplicative group of units of the 
ring Zn (which has order cp(n) by Exercise 1) .  Therefore, AutKF '"" Im [is abelian 
with order d dividing <P(n). Thus [F : K] = d by the Fundamental Theorem 2.5 .  If n is 
prime, then Zn is a field and AutKF '"" lm f is cyclic by Theorem 5 .3 .  • 

Let n be a positive integer, K a field such that char K does not divide n, and F a  
cyclotomic extension of order n of K. The nth cyclotomic polynomial over K is the 
monic polynomial gn(x) = (x - r.)(x - s2) ·  · · (x - sr) where r� , . . . , !r are a11 the 
distinct primitive nth roots of unity in F. 

EXAMPLES. g.(x) = x - 1x and g2(x) = (x - ( - 1 K)) = x + 1K .  If K = Q, 
then ga(x) = (x - ( - 1/2 + �3i/2))(x - (- 1/2 - �Ji/2)) = x2 + x + 1 and 
g4(x) = (x - i)(x + i) = x2 + 1 .  These examples suggest several properties of the 
cyclotomic polynomials. 

Proposition 8.2. Let n be a positive integer, K a field such that char K does not 
divide n and gn(X) the nth cyclotomic polynomial over K. 

(i) xn - 1 K = II gd(x) . 
din 

(ii) The coefficients ofgn(X) lie in the prime subfield P ofK. If char K = 0 and P is 
identified with the field Q of rationals, then the coefficients are actually integers. 

(iii) Deg gn(x) = <P(n), where ({) is the Euler function. 

PROOF. (i) Let F be a cyclotomic extension of K of order n and t € F a  primitive 
nth root of unity. Lemma 7. 10 (applied to F) shows that the cyclic group G = (!) of 
all nth roots of unity contains all dth roots of unity for every divisor d of n. Clearly 
1J c. G is a primitive dth root of unity (where d I n) if and only if 1 71 1  = d. Therefore for 
each divisor d of n, gd(x) = II (x - 71) and 

YJEG 1'1 1 = d 
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(ii) We prove the first statement by induction on n. Clearly g1(x) = x - 1K s P[x]. 
Assume that (ii) is true for all k < n and let f(x) = II 

gd(x). Then f e P[x] by the 
d din d < n  

induction hypothesis and in F[x], x" - 1K = f(x)g.,,(x) by (i). On the other hand 
x" - 1 K  s P[x] and fis monic. Consequently, the division algorithm in P[x] implies 
that x" - 1 K  = fh + r for some h, r s P[x] C F[x] . Therefore by the uniqueness of 
quotient and remainder (of the division algorithm applied in F(x]) we must have r =  0 
and gn(x) = h s P[x] . This completes the induction. If char K = 0 and P = Q, then a 
similar inductive argument using the division algorithm in Z[x] and Q[x] (instead of 
P[x], F[x]) shows that gn(x) E Z[x]. 

(iii) deg gn is clearly the number of primitive nth roots of unity. Let s be such a 
primitive root so that every other (primitive) root is a power of !- Then 
!i (1 < i < n) is a primitive nth root of unity (that is, a generator of G) if and only 
if (i,n) = 1 by Theorem 1 .3 .6. But the number of such i is by derlnition precisely 
<t(n). a 

REMARKS. Part (i) of the theorem gives a recursive method for determining 
gn(x) since 

Xn - 1K  
gn(x) = II . 

ga(x) 
d dln d < n  

For example if p is prime, then g1lx) = (x11 - 1K)/gt(x) = (x11 - 1K)/(x - 1K) 
= xp-I + xP-2 + · · · + x2 + x + 1 K .  Using the example preceding Theorem 8.2 we 
have for K = Q:  

g6(x) = (x6 - 1 )jg.(x)g2(x)g3(x) 

similarly 

= (x6 - 1)/(x - 1 )(x -t- l)(x2 + x + 1 )  
= x2 - x + 1 ; 

g12(x) = (x12 - 1 )/(x - 1 )(x + 1 )(x2 + x + 1 )(x2 + I )(x2 - x + 1 )  
= x4 - x2 + 1 .  

When the base field is the field Q, we can strengthen the previous results 
somewhat. 

Proposition 8.3. Let F be a cyclotomic extension of order n ofthefield Q of rational 
numbers and gn(x) the nth cyclotomic polynomial over Q. Then 

(i) gn(X) is irreducible in Q[x]. 
(ii) [F : Q] = <P(n), where <P is the Euler function. 

(iii) AutQF is isomorphic to the multiplicative group of units in the ring Zn. 

SKETCH OF PROOF. (i) It suffices by Lemma 111.6. 1 3  to show that the monic 
polynomial gn(x) is irreducible in Z[x] . Let h be an irreducible factor of Kn in Z[x] 
with deg h � I .  Then gn(x) = f(x)h(x) withf, h E Z[x] monic. Let ' be a root of h and 
p any prime integer such that (p. n) = 1 . 
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We shall show first that t'P is also a root of h. Since � is a root of gn(x), r is a 
primitive nth root of unity. The proof of Proposition 8.2(iii) implies that t'P is also a 
primitive nth root of unity and therefore a root of either for h. Suppose t'P is not a 

r r 
root of h. Then rp is a root of f(x) = L aix

i and hence r is a root of f(xP) = L GiXip. 
i = O  i = O  

Since h is irreducible in Q[x] (Lemma 111.6.13) and has t as a root, h must divide 
f(xP) by Theorem 1 .6, say f(xP) = h(x)k(x) with k s Q[x]. By the division algorithm 
in Z[x], f(xP) = h(x)k1(x) + r1(x) with k�,r1 e Z[x] . The uniqueness statement of the 
division algorithm in Q[x] shows that k(x) = k1(x) e Z[x] . Recall that the canonical 
projection Z � Z p (denoted on elements by b � b) induces a ring epimorphism 

t t 
Z[x] � zp[x] defined by g = L bixi � g = L b;xi (Exercise 111.5 . 1 ). Conse-

i=O i = O  
quently, in Zp[x] , .f(xP) = li(x)k(x). But in ZP[x] , J(xP) = J(x)P (since char ZP = p). 

Therefore, 

J(x)P = h(x)k(x) c ZP[x]. 

Consequently, some irreducible factor of /i(x) of positive degree must divide f(x)P 
and hence }(x) in Zp[x] . On the other hand, since gn(x) is a factor of xn - 1 ,  we have 
X11 - 1 = gn(x)r(x) = f(x)h(x)r(x) for some r(x) s Z[x]. Thus in Zp[x] 

xn - I = xn - 1 = }(x)h(x)r(x). 

Since land 11 have a common factor, xn - I e Zp[x] must have a multiple root. This 
contradicts the fact that the roots of X11 - I are all distinct since (p,n) = 1 (see the 
Remarks preceding Lemma 7. 1 0). Therefore �P is a root of h(x). 

If r e Z is such that 1 < r < n and (r,n) = 1 ,  then r = p1kx . • • p/8 where ki > 0 
and each Pi is a prime such that (pi,n) = 1 .  Repeated application of the fact that t'P is 
a root of h whenever r is, shows that rr is a root of h(x). But the t'T ( I  < r < n and 
(r,n) = 1 )  are precisely all of the primitive nth roots of unity by the proof of Proposi
tion 8.2(iii). Thus h(x) is divisible by II (x - tr) = g11(x), whence g71(x) = h(x). 

Therefore, gn(x) is irreducible. 

1 <r <n (r,n) -;;;: 1 

(ii) Lemma 7.10 shows that F = Q(t'), whence 

[F : Q] = [Q(t') : Q] = deg gn = <,C(n) 

by Proposition 8.2 and (i). (iii) is a consequence of (ii), Theorem 8 . 1 ,  and Exer
cise I .  • 

REMARK. A nontrivial theorem of Kronecker states that every abelian exten
sion of Q is contained in a cyclotomic extension. 

E X E R C I S E S  
1 .  If i e Z, let 'i denote the image of i in Zn under the canonical projection Z � Zn. 

Prove that i is a unit in the ringZn if and only if (i,n) = 1 .  Therefore the multipli
cative group of units in Zn has order .p(n). 

2.  Establish the following properties of the Euler function <P· 
(a) If p is prime and n > 0, then <{)(pn) = p11( 1 - 1/p) = pn-l(p - 1). 
(b) If (m,n) = I , then <P(mn) = <,e(m)<P(n). 
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(c) If n = P•k1 . · · plr (pi distinct primes ; ki > 0), then ({)(n) = 
n(I - 1/pt) ( 1  - 1/p2) · · · ( 1 - 1/pr). 

(d) L cp(d) = n. 
din 

(e) 'f(n) = L dp.(n/ d), where p. is the Moebius function defined by 
din 

1 if n = 1 
J.L(n) = ( - 1  )t if n is a product of t distinct primes 

0 i f  p2 divides n for some prime p. 

3. Let cp be the Euler function. 
(a) cp(n) is even for n > 2. 
(b) Find all n > 0 such that cp(n) = 2. 
(c) Find all pairs (n,p) (where n,p > 0, and p is prime) such that cp(n) = n/p . 

[See Exercise 2.] 

4. (a) If p is an odd prime and n > 0, then the multiplicative group of units in the 
ring Zpfl is cyclic of order p"-1(p - 1 ) .  
(b) Part (a) is also true if p = 2 and 1 < n < 2 .  
(c) If n > 3 ,  then the multiplicative group of units in Z2rr. is isomorphic to 
Z2 Ef) Z2n-2· 

t t 
5. If f(x) = L aixi, let f(x8) be the polynomial L aixis. Establish the following 

i = O  i = O  

properties of the cyclotomic polynomials Kn(x) over Q. 
(a) If p is prime and k > 1 ,  then Kpk(x) = gp(xPk-1). 
(b) If n = p{l . · · Pk.,.k (pi distinct primes ; ri > 0), then 

( ) - ( Plr.-1 • • • pkTk-1) g1l X - g PI · ·  • Pk X • 

(c) If n is odd, then K2n(x) = Kn( -x). 
(d) If p is a prime and p{n, then gp11(x) = g"(xP)/gn(x). 
(e) g11(x) = II (x"'a - 1 )�t<al, where p. is the Moebius function of Exercise 2 (e). 

din 
(f) g,l l )  = p if n = JJ" (k > 0), 0 if n = l ,  and 1 otherwise. 

6. Calculate the nth cyclotomic polynomials over Q for all positive n with n < 20. 

7. Let Fn be a cyclotomic extension of Q of order n. Determine the structure of 
AutQF11 for every n. [Hint: if  Un * denotes the multiplicative group of units in Zn, 

r 

then show that Un * = II UPi"i* where n has prime decomposition n = Ptnt .  · · Prnr. 
i =  1 

Apply Exercise 4.] 

8. Let Fn be a cyclotomic extension of Q of order n. 
(a) Determine AutQFs and all intermediate fields. 
(b) Do the same for Fs. 
(c) Do the same for F1 ; if t is a primitive 7th root of unity what is the irre

ducible polynomial over Q of t + r-l? 
9. If n > 2 and t is a primitive nth root of unity over Q, then [Q(t + r-1) : QJ 

= cp(n)/2. 
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10. (Wedderburn) A finite division ring D is a field. Here is an outline of the proof 
(in which £* denotes the multiplicative group of nonzero elements of a division 
ring E). 

(a) The center K of D is a field and D is a vector space over K, whence ID I = qn 
where q = [K I  > 2. 

(b) If 0 � a E D, then N(a) = { d E D I  da = ad} i s  a subdivision ring of D 
containing K. Furthermore, IN(a) l = qr where r I n. 

(c) If 0 f a e D - K� then N(a)* is the centralizer of a in the group D* and 
[D* : N(a)*] = (q'�'� - 1 )/(qr - 1 )  for some r such that 1 < r < n and r I n . 

(d) qn - 1 = fJ - 1 + L (qn - 1 )/(qr - 1 ), where the last sum taken over a 
T 

finite number of integers r such that 1 < r < n and r I n .  [Hint: use the class 
equation of D* ; see pp. 9D-91 .] 

(e) For each primitive nth root of unity r E c, lq - rl  > q - I '  where 
Ia + hi [ = �a2 + b2 for a +  hi E C. Consequently, [gn(q)[ > q - 1 ,  where gn is 
the nth cyclotomic polynomial over Q. 

(f) The equation in (d) is impossible unless n = 1, whence K = D. [Hint: 
Use Proposition 8.2 to show that for each positive divisor r of n with r � n, 
f-f -,r;) = (xn - 1 )/(xr - I )  is in Z[x] and j;(x) = gn(x)hr(x) for some hr(x) E Z[x]. 
Consequently, for each such r g,l(q) divides j;(q) in Z, whence gn(q) I (q - 1 )  
by (d). This contradicts (e).] 

9. RADICAL EXTENSIONS 

Galois theory had its historical origin in a classical problem in the theory of 
equations, which may be intuitively but reasonably accurately stated as follows. 
Given a field K, does there exist an explicit uformula ·· (involving only field opera
tions and the extraction of nth roots) which gives all the solutions of an arbitrary 
polynomial equation f(x) = 0 (/E K[x])? If the degree of f is at most four, the 
answer is affirmative (for example. the familiar "quadratic formula'' when deg f = 2 
and char K � 2 ;  see also Exercise 5). We shall show, however, that the answer is 
negative in genera l (Proposition 9.8). In doing so we shall characterize certain field 
extensions whose Galois groups are solvable (Theorem 9.4 and Proposition 9.6). 

The first task is to formulate a precise statement of the classical problem· in field
theoretic terms. Throughout the discussion we shall work in a fixed algebraic closure 
of the given base field K. Intuitively the existence of a �'formula" for solving a 
specific polynomial equation f(x) = 0 means that there is a finite sequence of steps., 
each step being a field operat ion (addition. multipl ication� inverses) or the extraction 
of an nth root, which yields all so1utions of the given equation. Performing a field 
operation leaves the base field unchanged, but the extraction of an nth root of an 
element c in a field E amounts to constructing an extension field E(u) with un E E 
(that is� u = -{Y� ). Thus the existence of a "formula"' for solving f(x) = 0 would in 
effect imply the existence of a finite tower of fields 

such that En contains a splitting field of f over K and for each i > 1 ,  Ei = E1_.(ui) 
with some positive power of ui lying in Ei-I -
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Conversely suppose that there exists such a tower of fields and that E'rt contains 
a splitting field of /(that is, En contains all solutions of f(x) = 0). Then 

and each solution is of the form 

by Theorem 1 .3 .  Thus each solution is expressible in terms of a finite number of ele
ments of K, a finite number of field operations and u., . . .  , un (which are obtained by 
extracting roots) . But this amounts to saying that there is a "formula" for the solu
tions of the particular given equations. These considerations motivate the next two 
definitions. 

Definition 9.1. An extension field F of a field K is a radical extension of K if 
F = K(u� , . . .  , Un), some power oj u1 lies in K and for each i > 2, some power of ui 
lies in K(ut , . . .  , ui_J) .  

REMARKS. If u{'l E K(ut , . . .  , ui-t) then ui i s  a root of 

Hence K(u1 , . . .  , ui) is finite dimensional algebraic over K(u1 , . . . , ui-t) by Theorem 
1 . 1 2. Therefore every radical extension F of K is finite dimensional algebraic over K 
by Theorems 1 .2 and 1 . 1 1 .  

Definition 9.2. Let K be a field and f E K[x] . The equation f(x) = 0 is solvable by 
radicals if there exists a radical extension F ofK and a splitting field E off over K 
such that F :J E :J K. 

Definition 9.2 is the first step in the formulation of the classical problem of find
ing a "formula·· for the solutions of f(x) = 0 that is valid for every polynomial 
/E K[x] of a given degree r (such as the quadratic formula for r = 2). For whatever 
the precise definition of such a "formula" might be, it is clear from the discussion 
preceding Definition 9 . 1  that the existence of such a "formula" should imply that 
every polynomial equation of degree r is solvable by radicals. 

Thus in order to demonstrate the nonexistence of such a formula, it suffices to 
prove that a specific polynomial equation is not solvable by radicals . We shall now 
develop the necessary information in order to do this (Corollary 9.5) and shall leave 
the precise formulation of the classical problem for the appendix. 

Lemma 9.3. IfF is a radical extension field ofK and N is a norn1al closure ofF over 
K (Theore1n 3 . 1 6), then N is a radical extension ofK. 

SKETCH OF PROOF. The proof consists of combining two facts. (i) If F is 
any finite dimensional extension of K (not necessarily radical) and N is the normal 
closure of F over K, then N is the composite field EtE2 • • · Er, where each Ei is a sub
field of N which is K-isomorphic to F. (ii) If £1, . . . , Er are each radical extensions of 
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K (as is the case here since F is radical), then the composite field £1£2 · · · Er is  a radical 
extension of K. These statements are justified as follows. 

(i) Let { w1, . . .  , .vn } be a basis of F over K and let fi be the irreducible poly
nomial of wi over K. The proof of Theorem 3 . 1 6  shows that N is a splitting field of 
{ ft, . . . , fn } over K. Let v be any root of j; in N. Then there is a K-isomorphism 
u : K(wi) r"'.) K(v) such that u(wi) = v by Theorem 1 . 8. By Theorem 3.8 u extends to a 
K-automorphism r of N. Clearly r(F) is a subfield of N which is K-isomorphic to F 
and contains r(wi) = u(wi) = v. In this way we can find for every root v of every fi 
a subfield E of N such that v E E  and E is K-isomorphic to F. If  £1, . . . , Er are the 
subfields so obtained, then £1£2 · · · Er is a subfield of N which contains all  the roots of 
fi,h, . . . , fn, whence E1E2 · · · Er = N. 

(ii) Suppose r = 2, £1 = K(uh . . .  , uk) and E'2 = K(v�, . . .  , vm) as in Definition 
9. 1 .  Then £1£2 = K(u1, . . .  , uk,Vt, . • .  , vm) is clearly a radical extension of K. The 
general case is simi Jar. • 

Theorem 9.4. IfF is a radical extension field ofK and E is an intermediate field, then 
AutKE is a solvable group. 

PROOF. If  K0 is the fixed field of E relative to the group AutKE, then E is Galois 
over Ko, Autx0E = AutxE and F is a radical extension of Ko (Exercise 1) .  Thus we 
may assume to begin with that E is algebraic Galois over K. Let N be a normal 
closure of F over K (Theorem 3 . 16). Then N is a radical extension of K by Lemma 9.3 
and E is a stable intermediate field by Lemma 2. 1 3 . Consequently, restriction 
(u � u I E) induces a homomorphism e : AutxN � AutKE. Since N is a splitting 
field over K (and hence over E) every u E AutKE extends to a K-automorphism of N 
by Theorem 3.8. Therefore e is an epimorphism. Since the homomorphic image of a 
solvable group is solvable (Theorem II.7. 1 1 ), it suffices to prove that AutxN is 
solvable. If K1 is the fixed field of N relative to Aut.K N, then N is a radical Galois 
extension of K. (Exercise 1 )  and Autx1N = AutxN. Therefore, we may return to our 
original notation and with no loss of generality assume that F = E and F is a Galois 
radical extension of K. 

If  F = K(u. , . . .  , un) with u1m1 E K and uimi E K(u�, . . .  , Ui_1) for i > 2, then we 
may assume that char K does not divide mi. This is obvious if char K = 0. If char K 
= p -:;C. 0 and mi = rpt with (r,p) = 1 , then u?t E K(u� , . . .  , Ui_1) so that ut is purely 
inseparable over K(ut ,  . . .  , Ui-t) - But F is Galois and thus separable over K (Theo
rem 3 . 1 1 ), whence F is separable over K(u., . . .  , Ui-t) (Exercise 3 . 12) .  Therefore 
ur f: K(u., . . .  ' U;- I) by Theorem 6.2, and we may assume m; = r. 

If m = n11m2 · · · m", then by the previous paragraph char K ( = char F) does not 
divide m .  Consider the cyclotomic extension F(t) of F, where t i s  a primitive mth 
root of unity (Theorem 8.1 ). The situation is this :  

/ F(f\__ 

F K(�) � /  
K 
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where F(r) is Galois over F (Theorem 8 . 1 )  and hence over K as well (Exercise 
3 . 1 5(b)) . The Fundamental Theorem 2.5 shows that AutxF ,__, AutKF(t)/ AutpF(t). 
Consequently, it suffices by Theorem 11.7. 1 1 to prove that AutKF(t) is solvable. Ob
serve that K(r) is an abelian Galois extension of K (Theorem 8 . 1  ), whence 
AutKK(f} '"'-> AutKF(t)/ AutK<nF(t) by the Fundamental Theorem 2.5. If we knew 
that AutK<nF(t) were solvable, then Theorem II. 7. 1 1  would imply that AutKF(t) is 
solvable (since AutKK(f) is abelian, hence solvable). Thus we need only prove that 
Autx<nF(t) is solvable. 

By assumption, F(f') is Galois over K and hence over any intermediate field. Let 
Eo = K(t) and 

(i = I ,2, . . . , n) 

so that En = K(t ,u� , . . .  , un) = F(t). Let Hi = AutEiF(t), the corresponding sub
group of AutK<nF(t) under the Galois correspondence. Schematically we have : 

Ei l I--------1 ... � Hi = AutEiF(t) 
u 

Ei-1 ._I _ _____.,..,� Hi- ) = AutEi-1F(t) 

By Lemma 7 . I  O(i) K(t) contains a primitive mith root of unity for each 
i (i = 1 ,2, . . .  , n). Since u/ni E Ei-I and Ei = Ei-t(Ui), each Ei is a cyclic extension of 
Ei-t by Lemma 7. 1 0  (ii) (with d = mi) and Theorem 7. 1 1 (ii) (with n = mi) . In par
ticular, El i s  Galois over Ei-1 ·  The Fundamental Theorem 2.5 implies that for each 
i = 1 ,2, . . .  , n Hi <J Hi-1 and Hi-1/ �- ,__, Aut£1_1Ei, whence Hi- 1/ Hi i s  cyclic 
abelian. Consequently, 

1 = Hn < Hn-1 < · · · < Ho = AutK<nF(t) 

is a solvable series (Definition 11.8.3). Therefore, AutK<nF(t) is solvable by Theo
rem 11 .8.5.  • 

Corollary 9.5. Let K he a field and f 2 K [x] . If the equation f{x) = 0 is solvable by 
radicals, then the Galois group of f is a solvable group. 

PROOF. Immediate from Theorem 9.4 and Definition 9.2. • 

EXAMPLE. The polynomial f = x5 - 4x + 2 r;: Q[xJ has Galois group Sf) (see 
the example following Theorem 4. 1 2), which is not a solvable group (Corollary 
II .  7 . 1 2). Therefore, x5 - 4x + 2 = 0 is not solvable by radicals and there can be no 
uformula,. {involving only field operations and extraction of roots) for its solutions. 
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Observe that the base field plays an important role here. The polynomial 
x5 - 4x + 2 = 0 is not solvable by radicals over Q7 but it is solvable by radicals 
over the field R of real numbers. In fact, every polynomial equation over R is solvable 
by radicals since all the solutions lie in the algebraic closure C = R{i) which is a 
radical extension of R.  

We close this section by proving a partial converse to Theorem 9.4. There is no 
difficulty if  K has characteristic zero. But if char K is positive, it will be necessary to 
place some restrictions on it (or alternatively to redefine uradical extension" - see 
Exercise 2) . 

Pro position 9.6. Let E be a finite dimensional Galois extension field of K with 
solvable Galois group AutKE .  Assume that char K does not divide [E : K] .  Then there 
exists a radical exren�·ion F ofK such that F :J E :J K. 

REMARK. The requirement that E be Galois over K is essential (Exercise 3). 

SKETCH OF PROOF OF 9.6. Since Aut.KE is a finite solvable group, it has a 
normal subgroup H of prime index p by Proposition 11.8.6. Since E is Galois over K, 
IAutKEI = [E : K] (Theorem 2 .5), so that char K,tp. Let N = E(!) be a cycloto1nic 
extension of E., where ! is a primitive pth root of unity (Theorem 8. 1 ). Let M = K(t); 
then we have 

K 

N is finite dimensional Galois over E (Theorem 8.1 )  and hence over K as well (Exer
cise 3 . 1 5(b)). Now M is clearly a radical extension of K. Consequently, it will suffice 
(by Exercise 4) to show that there is a radical extension of M that contains N. 

First observe that E is a  stable intermediate field of N and K (Lemma 2 . 1 3). Thus 
restriction (a � a I E) induces a homomorphism () : AutMN � AutKE. If a € AutMN, 
then a(!) = !- Hence if u c Ker 0, we have u = lx. Therefore 0 is a monomorphism. 

We now prove the theorem by induction on n = [E : K]. The case n = 1 is trivial. 
Assume the theorem is true for all extensions of dimension k < n and consider the 
two possibilities : 

(i) AutM N is isomorphic under () to a proper subgroup of AutKE; 
(ii) () : AutM N r-../ AutKE. 

In either case Aut.u N is -solvable (Theorem II .  7.1 1 )  and N is a finite dimensional 
Galois extension of K and hence of M. In case (i) [N : M] = IAutMNI < IAutKEI 
= [E : K] = n, whence the inductive hypothesis implies that there is a radical exten
sion of M that contains N. As remarked in the first paragraph7 this proves the theo
rem in case (i). In case (ii), let J = 0-1(H). Since H is normal of indexp in AutJ...E,J is 
normal of index p in AutMN. Furthermore J is solvable by Theorem 11.7. 1 1 .  If P 
is the fixed field of J (relative to AutMN), then we have: 
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u 

P ,. • J = AutpN 

u 
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The Fundamental Theorem 2.5 implies that P is Galois over M and that 
AutMP rov AutMN/J. But [AutMN : J] = p by construction, whence AutMP rov ZP.. 
Therefore, P is a cyclic extension of M and P = M(u), where u is a root of some (irre
ducible) xP - a c M[xj (Theorem 7. 1 1 ). Thus P is a radical extension of M and 
[N : P] < [N : M] = [F : K] = n. Since AutpN = J is solvable and N is Galois over 
P (Theorem 2 .5), the induction hypothesis implies that there is a radical extension F 
of P that contains N. F is a clearly radical extension of M (Exercise 4). This completes 
the proof of case (ii). • 

Corollary 9.7. Let K be a field and f c K[x] a polynomial of degree n > 0, where 
char K does not divide n! (which is always true when char K = 0). Then the equation 
f(x) = 0 is solvable by radicals if and only if the Galois group of f is solvable. 

SKETCH OF PROOF. (<=) Let E be a splitting field of f over K. In view of 
Proposition 9.6 we need only show that E is Galois over K and char K { [E : K] . Since 
char K{n ! the irreducible factors of fare separable by Theorem 111 .6. 10 and Exercise 
111.6.3, whence E is Galois over K (Theorem 3. 1 1  and Exercise 3 . 1 3). Since every 
prime that divides [E : K] necessarily divides n !  (Theorem 3 .2), we conclude that 
char K{'[E : K). • 

APPENDIX: TH E GEN ERAL EQUATION OF DEGREE n 

The motivation for our discussion can best be seen by examining polynomial 
equations of degree 2 over a field K with char K � 2. Here and below there will be 
no loss of generality in restricting consideration to monic polynomials. If Tt and t2 are 
indeterminates, then the equation 

over the field K(tt,12) of rational functions in ft ,f2 is called the general quadratic equa
tion over K. Any (monic) quadratic equation over K may be obtained from the 
general quadratic equation by substituting appropriate elements of K for r. and t2. It 
is easy to verify that the solutions of the general quadratic equation (in some 
algebraic closure of K(t�,t2)) are given by : 

It ± "'Vtt2 - 412 
X = ---=------

2 , 
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where n = nlK for n E Z. This is the well known quadratic formula. It shows that the 
solutions of the general quadratic equation lie in the radical extension field K(tt,t2)(u) 
with u2 = t12 - 4t2• In order to find the solutions of x2 - bx + c = 0 (b,c E K) one 
need only substitute b,c for lt ,12. Clearly the solutions lie in the radical extension K(u) 
with u2 = b2 - 4c E K. We now generalize these ideas to polynomial equations of 
arbitrary degree. 

Let K be a ijeld and n a positive integer. Consider the field K(tt , . . .  , tn) of ra
tional functions over K in the indeterminates t�, . . .  , tn . The polynomial 

p.,..(x) = xn - ftXn-l + f?.xn-2 + . . . + ( - J )n-Itn-tX + ( - J)ntn E K(tJ , 0 • 0 , ln)[xJ 

is called the general polynomial of degree n over K and the equation Pn(x) = 0 is 
called the general equation of degree n over K.3 Note that any (monic) polynomial of 
degree n in K[xJ, say f(x) = xn + a.xn-l + . 

0 • + an-1X + Un may be obtained from 
the general polynomial Pn(x) by substituting ( - 1 )iai for ti. 

The preceding discussion makes the fol lowing definition quite natural .  We say 
that there is a formula for the solutions of the general equation of degree n provided 
that this equation is solvable by radicals over the field K(tt, . . . , tn). If Pn(x) = 0 is 
solvable by radicals, then the solutions of any (monic) polynomial equation of degree 
n over K may be found by appropriate substitutions in the solutions of Pn(x) = 0. 
Having precisely formulated it, we can now settle the classical problem with which 
this section was introduced. 

Proposition 9.8. (Abel) Let K be a field and n a positive integer. The general equa
tion of degree n is solvable by radicals only ifn < 4. 

REMARKS. The words uonly if" in Proposition 9.8 may be replaced by ''if and 
only ir' when char K = 0. If radical extensions are defined as in Exercise 2, then 
"only if'• may be replaced by ''if and only if" for every characteristic. The fact that 
the general equation of degree n is not solvable by radicals for n > 5 does not exclude 
the possibility that a particular polynomial equation over K of degree n > 5 is 
solvable by radicals. 

SKETCH OF PROOF OF 9.8. Let the notation be as above and let u. , . . .  , un 
be the roots of Pn(x) in some splitting field F = K(tt , . . . , t"fl}(u1, • • •  , Un). Since 
Pn(x) = (x - Ut)(x - u2) · · · (x - un) in F, a direct calculation shows that 

n 

ft = L u. ; 12 = L uiuj; . . .  ' tn = UtU2 · . · un ;  
i = l  l <i <j S: n 

that is, ti = Ji(uJ , . . .  , un) where .ft, . . .  , .fn are the elementary symmetric functions in 
n indeterminates (see the appendix to Section 2). It follows that F = K(u., . . .  , Un)-
Now consider a new set of indeterminates { x., . . .  , Xn } and the field K(x�, . . . , Xn). 
Let E be the subfield of all symmetric rational functions in K(x1, . . .  , xn). The basic 
idea of the proof is to construct an isomorphism of fields F � K(x., . . .  , Xn) such 
that K(t . , . . .  , tn) is mapped onto E. Then the Galois group AutKu1 • • .  - . tn>F, of Pn(x) 
will be isomorphic to AutEK(x., . . .  , Xn). But AutRK(xJ , . . .  , Xn) is isomorphic to 

3The signs ( - 1 )i are inserted for convenience in order to simplify certain calculations 
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S71 (see p. 253). Sn is solvable if and only if n < 4 (Corollary 11.7. 12  and Exercise 
1 1 .7 . 10). Therefore, if Pn(x) = 0 is solvable by radicals then n < 4 by Corollary 9.5. 
[Conversely if n < 4 and char K = 0, then Pn(x) = 0 is solvable by radicals by 
Corollary 9.7.J 

In order to construct the isomorphism F ""  K(x. , . . .  , Xn) we first observe that 
the subfield E of K(x., . . . , Xn) is precisely K( fi, . . . , fn) by Theorem 2.1 8, where 
J,., . . . , fn are the elementary symmetric functions. Next we establish a ring isomor
phism K[tt, . . .  , tnl "" K[fi, . . .  , .fn] as follows. By Theorem 111.5.5 the assignment 
g(t�, . . . , tn) r-� g(/., . . . , fn) (in particular 1i � fi) defines an epimorphism of rings 
8 : K[t1, . . . , tnl � K[fi, . . . , .fn ] .  Suppose g(r., . . . , In) � 0, so that g(Ji, . . . , fn) = 0 
in K[/., . . . , fn] C K(x� , . . . , Xn). By definition 

h: = fk(x�.. . . .  , x'J'I) = L Xi1Xi2 • • 
• 
xik 

1 < i 1 < . . . < ik < n 

and hence 0 = g( Ji, . . .  , fn) = g( fi(x� ,  . . . , Xn),  . . . , fn(x., . . .  , x,J). Since 
g(fi, . . .  , fn) is a polynomial in the indeterminates x1, . . .  , Xn over K and 
F = K(u1, . . .  , un) is a field containing K, substitution of ui for xi yields : 

0 = g( Ji.(u., . . .  , Un), . . . , fn(Ut, . . .  , Un)) = g(lt, . . . , In) ; 

thus 8 is a monomorphism and hence an isomorphism. Furthermore 8 extends to an 
isomorphism of quotient fields (} : K(t., . . .  , t71) "" K( fi, . . . , /n) = E (Exercise 
111 .4.7). Now F = K(u1 , . . .  , un) is a spl itting field over K(t1 , • . .  , In) of Pn(x) and 
under the obvious map on polynomials induced by 8,pn(x) � Pn(x) = xn - Jixn-l + 
hxn-2 - • • • + ( - 1 )n fn = (x - Xt)(x - x2) · · · (x - Xn) (see p. 252). Clearly 
K(x1, . . . , Xn) is a splitting field of Pn(x) over K( fi, . . .  , fn) = E. Therefore by Theo
rem 3 .8 the isomorphism {) extends to an isomorphism F ""  K(x�, . . . , Xn) which by 
construction maps K(r. , . . . , ttl) onto E as desired. • 

EX E R C I S E S 
l .  If  F is a radical extension field of K and E is an intermediate field, then F is a 

radical extension of E. 

2.  Suppose that "radical extension'" is defined as fol lows : F is a radical extension of 
K if there is a finite tower of fields K = E0 C E1 C · · · C En = F such that for 
each 1 < i < n, Ei = E1_.(ui) and one of the following is true : (i) uimi € Ei-l for 
some mi > 0; (ii) char K = p and u�' - u € Ei-t· State and prove the analogues of 
Theorem 9.4. Proposition 9.6, Corollary 9.7, and Proposition 9.8. 

3. Let K be a field, /E K[x] an irreducible polynomial of degree n > 5 and F a. split
ting field of /over K. Assume that AutKF r-v Sn . (See the example following Theo
rem 4. 1 2) .  Let u be a root of fin F. Then 

(a) K(u) is not Galois over K; [K(u) : KJ = n and AutKK(u) = I (and hence is 
solvable). 

(b) Every normal closure over K that contains u also contains an isomorphic 
copy of F. 

(c) There is no radica l extension field E of K such that E :J K(u) :J K. 
4. If F is a radical extension field of E and E is a  radical extension field of K, then F is 

a radical extension of K. 
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5. (Cardan) Let K be a field with char K ¢ 2,3 and consider the cubic equation 
a12 2at3 a1a2 

x3 + atx2 + a2x + aa = 0 (ai e: K). Let p = a2 - - and q = - - -- + aa. 
3 27 3 

Let P = V-qt2 + .Jp3/27 + cf/4 and Q = V-qj2 - .Jp3/21 + q2/4 (with 
cube roots chosen properly). Then the solutions of the given equation are 
P + Q - a�t'3 ; wP + w'lQ - Gt/3 ; and w2P + wQ - at/3 where w is a primitive 
cube root of unity. 

' 

) 

I 

I 



CHAPTER VI 

TH E STRUCTU RE OF FI ELDS 

In  this chapter we shall analyze arbitrary extension fields of a given field. Since 
algebraic extensions were studied in some detail in Chapter V, the emphasis here will 
be on transcendental extensions. As the first step in th is analysis, we shall show that 
every field extension K C F is in fact a two-step extension K C E C F, with F 
algebraic over E and E purely transcendental over K (Section 1 ). The basic concept 
used here is that of a transcendence base, whose cardinality (called the transcendence 
degree) turns out to be an invariant of the extension of K by F (Section 1 ). The notion 
of separability is extended to (possibly) nonalgebraic extensions in Section 2 and 
separable extensions are characterized in several ways. 

1. TRANSCEN DENCE BASES 

The first part of this section is concerned with the concept of algebraic inde
pendence, which generalizes the idea of linear independence. A transcendence base 
of a field F over a subfield K is the analogue (with respect to algebraic independence) 
of a vector space basis of F over K (with respect to linear independence). The cardi
nality of a transcendence base of F over K (the transcendence degree) is shown to be 
an invariant and its properties are studied. In this section we shall frequently use the 
notation u/ v for uv-1, where u,v are elements of a field and v :;e 0. Throughout this 
section K denotes a field. 

Definition 1.1. Let F be an extension field ofK and S a subset ofF. S is algebraically 
dependent over K if for some positive integer n there exists a nonzero polynomial 
f e K[xt, . . . , Xn] such that f(st, . . .  , Sn) = 0 for some distinct St, . . .  , Sn e S. S is 
algebraically independent over K ifS is not algebraically dependent over K. 

311 
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REMARKS. The phrase uover K"' is frequently omitted when the context is 
clear. A subset S of F is algebraically independent over K if for all n > 0, 
f e K[xh . • .  , Xn] and distinct St, • . •  , Sn € S, 

f(st, . . . , Sn) = 0 =:} f = 0. 

Every subset of an algebraically independent set is algebraically independent. In 
particular, the null set is algebraically independent. Every subset of K is clearly 
algebraically dependent. The set { u}  is algebraically dependent over K if and only if 
u is algebraic over K. Clearly every element of an algebraically independent set is 
necessarily transcendental over K. Hence if F is algebraic over K, the null set is the 
only algebraically independent subset of F. 

Algebraic (in)dependence may be viewed as an extension of the concept of linear 
(in)dependence. For a set S is l inearly dependent over K provided that for some 
positive integer n there is a nonzero polynomial f of degre.� one in K[xt, . . .  , xn] such 
that f(st, . . 0 , sn) = 0 for some distinct Si € S. Consequently, every algebraically 
independent set is also linearly independent, but not vice versa; (see the Example 
after Definition 1 .4 below). 

EXAMPLE. Let K be a field. In the field of rational functions K(x1, . . . , Xn) the 
set of indeterminates l x1 , . . .  , Xn } is algebraically independent over Ko More 
generally, we have: 

Theorem 1.2. Let F be an extension field o[K and { St, . . .  , Sn } a subset ofF which is 
algebraically independent over K.  Then there is K-isomorphism K(s., . . .  , Sn) r-v 

K(x1, . . . , Xn) . 

SKETCH OF PROOF. The assignment Xi � Si defines a K-epimorphism of 
rings () : K[x�, . . 0 , Xn] � K[s. , . 0 • , snJ by Theorems III .5.5 and V.1 .3 .  The algebra-
ic independence of { St,  . .  0 , sn J implies that () is a monomorphism. By Corol-
lary 111.4.6 () extends to a K-monomorphism of fields (also denoted 8) 
K(x1 , . . . , Xn) ---+ K(st , . 0 • , Sn) such that 8( f/g) = f(s�, . 0 • , Sn)/g(s�, . . .  , Sn) = 
f(sl, . 0 • , sn)g(s� , . . .  , sn)-1• () is an epimorphism by Theorem V. 1 . 3(v). • 

Corol lary 1.3. For i = 1 ,2 let Fi be an extension field of Ki and Si c Fi with Si 
algebraically independent over Ki. If <P : S1 --+ S2 is an injective map of sets and 
u :  K t � K2 a monomorphism of fields, then u extends to a monomorphism of fields 
ii : Kt(SI) � K�S2) such that u(s) = <P(S) for every s € S1• Furthermore if <P is bijective 
and u an isomorphism, then ii is an isomorphism. 

REMARK. In particular, the corollary implies that every permutation of an 
algebraically independent set S over a field K extends to a K-automorphism of K(S); 
(just let K1 = K = K2 and u = IK). 

SKETCH OF PROOF OF 1.3. For each n > 1 u induces a monomorphism of 
rings Kt[Xt, . . .  , xPI] -----+ K2[x1, . . .  , x7L] (also denoted u; see p. 235). Every element of 
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Kt(St) is of the form f(st , . . .  , sn)/ g(s�, . . .  , sn) (si c St) by Theorem V.1 .3. For con
venience we write q;s for q;(s) and define (i : Kt(St) � K2(S2) by 

/(St, . . .  , Sn)/ g(sh . .  - , Sn) � U f(q;St, • • •  , C/)Sn)/ ug(cpSt, . . .  , C/)Sn) £ K(S2). 

For any finite subset {s., . . . , s,} of S1 the restriction of a to K1(s. ,  . . . , s,) is the 
composition 

where the Oi are the Ki-isomorphims of Theorem 1 .2 and u is the unique monomor
phism of quotient fields induced by u :  K1[x., . . .  , x,] --+ K2[x. , . . .  , x,] and given by 
u(f/g) = (uf)/(ug) (Corollary 111.4.6). It follows that u is a well-defined monomor
phism of fields. By construction u extends u and agrees with cp on St. If u is an iso
morphism then so is each u, whence each 8-P-Ot-1 is an isomorphism. If cp is bijective 
as well then it follows that u is an isomorphism. • 

Defin ition 1.4. Let F be an extension field ofK. A transcendence base (or basis) ofF 
over K is a subset S of F which is algebraically independent over K and is maximal 
(with respect to set-theoretic inclusion) in the set of all algebraically independent sub
sets of F . 

The fact that transcendence bases always exist follows immediately from a Zorn's 
Lemma argument (Exercise 2) . If we recall the analogy between algebraic and linear 
independence, then a transcendence base is the analogue of a vector-space basis 
(since such a basis is precisely a maximal l inearly independent subset by Lemma 
IV.2.3) . Note, however, that a transcendence base is not a vector-space basis, al
though as a linearly independent set it is contained in a basis (Theorem IV.2.4). 

EXAMPLE. If f/g = f(x)/g(x) c K(x) with f.g ¢ 0, then the nonzero poly
nomial h{y1,y2) = g(y1)Y2 - f(yt) E K[yt,Y2] is such that h(x,fjg) = g(x)[f(x)fg(x)] -
f(x) = 0. Thus { x,f/g} is algebraically dependent in K(x) . This argument shows that 
{ x }  is a transcendence base of K(x) over K. The set { x }  is not a basis since 
{ tK,x,x2,x3, • • •  } is linearly independent in K(x). 

In order to obtain a useful characterization of transcendence bases we need 

Theorem 1.5. Let F be an extension field ofK, S a subset ofF algebraically inde
pendent over K, and u € F - K(S). Then S U { u } is algebraically independent over K 
if and only if u is transcendental over K(S). 

PROOF. (<==) If there exist distinct St, • • • , Sn-1 c S and an fc K[x1, _ • •  , xn] 
such that f(st, . . .  , sn-t ,U) = 0, then u is a root of f(st , . . .  , Sn-t,Xn) E K(S)[xn] .  Now 
f c K[x., - - . ' Xn] = K[x�, . . .  ' Xn-1Hxn] ,  whence f = hrXnr + hr-1x:-l + . . . + 
h1xn + ho with each h, € K[x�, . . .  , Xn-11 ·  Since u is transcendental over K(S), we have 
f(s�, . . .  , Sn-t,Xn) = 0. Consequently, hi(St, . . .  , sn-1) = 0 for every i. The algebraic 
independence of S implies that h, = 0 for every i, whence f = 0. Therefore S U { u l 
is algebraically independent. 
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n 

(=>) Suppose f(u) = 0 where f = L aixi E K(S)[x]. By Theorem V. 1 .3 there is a 
i -= 0  

finite subset { s�, . . .  , s,. }  of S such that ai e: K(s1, . . . , sr) for every i, whence 
a. = fi(sl, . • •  , s,.)/ gi(s�, . . . , sr) for some fi,gi e: K(xh . . . , Xr) . Let g = g1g2 · · · gn 
e: K[x1, . . .  , x,] and for each i let Ji = figl · · · gi-tKi+l · · · Kn e: K[x� , . . . , Xr) . Then a" = 
]i(sl, . . •  , s,.)j g(s1, . . .  , Sr) and 

f(x) = L aixi = L ]i(sh . . .  , s,.)j g(s�, . . .  , s,.)xi 

= g(s1, . • •  , Sr)-•(L Ji(sl, . . . , s,.)xi). 

(All we have done is to factor out a "common denominator·' for the coefficients of f.) 
Let h(x�, . . .  , x,.,x) = L fi(x�, . . .  , Xr)xi e: K[x1, . . .  , Xr,x] . Since f(u) = 0 and 
g(sh . . .  , s,.)-1 ¢ 0, we must have h(st, . . .  , s,.,u) = 0. The algebraic independence 
of S U { u }  implies that h = 0, whence fi = 0 for every i. Thus each ai = 0 and 
f = 0. Therefore u is transcendental over K(S). • 

Corolla-ry 1.6. Let F be an extension field ofK andS a subset ofF that is algebraically 
independent over K. Then S is a transcendence base ofF over K if and only ifF is 
algebraic over K(S). 

PROOF. Exercise. • 

REMARKS. A field F is called a purely transcendental extension of a field K if 
F = K(S), where S C F and S is algebraically independent over K. In this case S is 
necessarily a transcendence base ofF over K by Corollary 1 .6. If F is an arbitrary ex
tension field of K, let S be a transcendence base of F over K and let E = K(S). 
Corollary 1 .6 shows that F is algebraic over E and E is purely transcendental over K. 
Finally Corollary 1 .6 and the remarks after Definition 1 . 1  show that F is an algebraic 
extension of K if and only if the null set is a transcendence base of F over K. In this 
case the null set is clearly the unique transcendence base of F over K. 

Corol lary 1.7. IfF is an extension field ofK and F is algebraic over K(X) for some 
subset X ofF (in particular, ifF = K(X)), then X contains a transcendence base ofF 
over K. 

PROOF. Let S be a maximal algebraically independent subset of X (S exists by a 
routine Zorn •s Lemma argument). Then every u e: X - S is algebraic over K(S) by 
Theorem 1 .5, whence K(X) is algebraic over K(S) by Theorem V. 1 . 1 2. Consequently, 
F is algebraic over K(S) by Theorem V. l . l 3. Therefore, S is a transcendence base of 
F over K by Corollary 1 .6. • 

As one might suspect from the analogy with linear independence and bases, any 
two transcendence bases have the same cardinality. As in the case of vector spaces, 
we break the proof into two parts. 

Theorem 1.8. Let F be an extension field of K. If S is a finite transcendence base 
of F over K, then every transcendence base of F over K has the same number of 
elements as S. 
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SKETCH OF PROOF. Let S = { s�, . . .  , sn } and let T be any transcendence 
base. We claim that some It E T is transcendental over K(s2, . . .  , sn). Otherwise every 
element of T is algebraic over K(s2, . . .  , sn), �hence K(s2, . . .  , sn)(T) is algebraic 
over K(s2, . . .  , sn) by Theorem V. 1 .12 .  Since F is algebraic over K(T) by Corollary 
1 .6, F is necessarily algebraic over K(T)(s2, . . .  , sn) = K(s2, . . . , sn)(T). Therefore, F 
is algebraic over K(s2, . . .  , sn) by Theorem V.l . 1 3. In particular, St is algebraic over 
K(s2, • • •  , sn), which is a contradiction (Theorem 1 .5). Hence some It € Tis transcen
dental over K(s2, . . . , sn). Consequently, { 1t-,s2, . . .  , sn l is algebraically independent 
by Theorem 1 .5 .  

Now if St were transcendental over K(t1,s2, . . .  , sn), then { lt,St,s2, . • • , sn ) would 
be algebraically independent by Theorem 1 .5. This is obviously impossible since S is 
a transcendence base. Therefore, St is algebraic over K(1t,s2, . . .  , sn). Consequently, 
K(S)(tt) = K(1t,s2, . . . , snXsl) is algebraic over K(1t,s2, . . .  , s,) (Theorem V. l . 1 2), 
whence F is algebraic over K(t1 ,s2, . . .  , sn) (Theorem V. I . 1 3  and Corollary 1 .6). 
Therefore, { p.,s2, . .  _ , sn } is a transcendence base of F over K by Corollary 1 .6. 

A similar argument shows that some t2 € T is transcendental over K(t�,ss, . . .  , sn), 
whence { l2,lt,sa, . . .  , sn } is a transcendence base. Proceeding inductively (inserting a 
t• and omitting an Si at each stage) we eventually obtain 1�,12, _ • •  , In € T such that 
{ It, • . • , In } is a transcendence base of F over K. Clearly, we must have 
T = { It, • • .  , In } and hence lSI = ITI .  • 

Theorem 1.9. Let F be an extension field ofK. lfS is an infinite transcendence base of 
F over K, then every transcendence base ofF over K has the same cardinality as S. 

PROOF. If T is another transcendence base, then T is infinite by Theorem 1 .8 .  If 
s E S, then s is algebraic over K(T) by Corollary 1 .6. The coefficients of the irreducible 
polynomial f of s over K(T) all lie in K(Ts) for some finite subset Ts of T (Theorem 
V. 1 .3). Consequently, /€ K(Ts)[x] and s is algebraic over K(Ts). Choose such a finite 
subset Ts of T for each s € S. 

We shall show that U Ts is a transcendence base of F over K. Since U T. C T, 
�s � 

this will imply that U Ts = T. As a subset of T the set U T. is algebraically in-
s 8 

dependent. Furthermore every element of S is algebraic over K(U Ts). Conse-
s 

quently, K(U TsXS) is algebraic over K(U Ts) by Theorem V.l .l2 .  Since K{S) C 
s 8 

K(U Ta)(S), every element of K(S) is algebraic over K(U Ts)· Since F is algebraic 
8 s 

over K(S) by Corollary 1 .6, F is also algebraic over K(U Ts) (see Theorem V.l . l3). 
8 

Therefore, by Corollary 1 .6 again U Ts is a transcendence base, whence U T. = T. 
s s 

Finally we shall show that IT[ < IS [ . The sets Ts need not be mutually disjoint 
and we remedy this as follows. Well order the set S (Introduction, Section 7) and de
note its first element by 1 .  Let Tt' = T. and for each 1 < s E S, define T/ = Ta -
U Ti .  Clearly each T/ is finite. Verify that U Ta = U T/ and that the Ta' are 

i <s s 8 

mutually disjoint. For each s fS, choose a fixed ordering of the elements of T/ : lt,t2, 
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• • •  , tk.· The assignment Is � (s,i) defines an injective map U T/ ---+ S X N*. There-
s 

fore by Definitions 8.3 and 8.4 and Theorem 8.1 1 of the Introduction we have: 

ITI = I U  T.l = I U Ta'l < IS X N*l = JSJ IN*I = !SI No = lSI . 
8 8 

Reversing the roles of S and T in the preceding argument shows that lS I < ITI , 
whence !SI = ITI by the Schroeder-Bernstein Theorem 8.6 of the Introduction. • 

Defin ition 1.10. Let F be an extension field ofK. The transcendence degree ofF over 
K (denoted tr .d.F /K) is the cardinal number lSI , where S is any transcendence base ofF 
over K. 

The two preceding theorems show that tr.d.F I K is ind�pendent of the choice of S. 
In the analogy between algebraic and linear independence tr .d.F I K is the analogue 
of the vector space dimension [F:K]. The remarks and examples after Definition 1 .4 
show that tr.d.F/K < [F : K] and that tr.d.F/ K = 0 if and only if F is algebraic 
over K. 

Theorem 1.11. If F is an extension field ofE and E an extension field ofK, then 

tr.d.F /K = (tr.d.F /E) + (tr.d.E/K). 

PROOF. Let S be a transcendence base of E over K and T a transcendence base 
of F over E. Since S C E, S is algebraically dependent over E, whence S n T = 0. 
It suffices to show that S U T is a transcendence base of F over K, since in that case 
Definition 1 . 10 and Definition 8.3 of the Introduction imply 

tr.d.F/K = IS U Tl = ITI + lSI = (tr.d.F/E) + (tr.d.E/K). 
First of all every element of E is algebraic over K(S) (Corollary 1 .6) and hence over 
K(S U n. Thus K(S U D(E) is algebraic over K(S U T) by Theorem V.l . l2 .  Since 

K(S U T) = K(S)(n C E(T) c K(S U TXE), 
E(n is algebraic over K(S U T). But F is algebraic over E(T) (Corollary 1 .6) and 
therefore algebraic over K(S U T) by Theorem V. 1 . 13 .  Consequently, it suffices by 
Corollary 1 .6 to show that S U T is algebraically independent over K. 

Let 1 be a polynomial over K in n + m variables (denoted for convenience 
Xt, • • • , xn,Yt, . . . , Ym) such that l(s�, . . .  , Sn,ft, • • •  , 1m) = 0 for some distinct 
St, . . .  ' Sn e s, It, . . . ' tm e.T. Let g = g(yt, . . .  ' Ym) = l(s., . . .  , Sn,Yh • • •  ' Ym) e 
K(S)[y� , . . .  , YmJ C E[y. , . . .  , Ym]. Since g(t� , . . .  , tm) = 0, the algebraic inde-
pendence of T over E implies that g = 0. Now I =  l(x�, . . . , Xn,Yt, • • • , Ym) 

r 

= L h,(x�, . . . , Xn)ki(Yt,  . • .  , Ym) with hi e K[x., . . .  , Xn], ki e K[yt, . . . , Ym]. Hence 
i -=  1 

0 = g(y., . . .  , Ym) = f(s�, . . .  , Sn,Yh • • .  , Ym) implies that hi(S. , . • •  , Sn) = 0 for 
every i. The algebraic independence of S over K implies that h. = 0 for all i, whence 
f(x�, . . . , xn,Yh • . •  , Ym) = 0. Therefore S U T is algebraically independent 
over K. • J 
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If K1 and K2 are fields with algebraic closures, F1,F2 respectively, then Theorem 
V.3.8 implies that every isomorphism Kt rov K2 extends to an isomorphism F. ::::: F2. 
Under suitable hypotheses this result can now be extended to the case where the 
fields F, are algebraically closed, but not necessarily algebraic over Ki. 

Theorem 1.12. Let Ft [resp. F2J be an algebraically closed field extension of a field 
K1 [resp. K2]. If tr.d.Ft!Kt = tr.d.F2/K2, then every isomorphism of fields Kt ""' K2 
extends to an isomorphism F 1 rov F2. 

PROOF. Let Si be a transcendence base of F, over Ki. Since IS• I = jS2 J , 
u :  Kt :::= K2 extends to an isomorphism ii : Kt(St) ::::= K2(S2) by Corollary 1 .3 .  F, is 
algebraically closed and algebraic over K,(S,) (Corollary 1 .6) and hence an algebraic 
closure of K,{S,). Therefore ii extends to an isomorphism F. � F2 by Theorems V.3.4 
and V.3.8. • 

E X E R C I S E S 
Note: F is always an extension field of a field K. 

1 .  (Exchange property) Let S be a subset of F. If u E F is algebraic over K(S) and 
u is not algebraic over K(S - { v }  ), where v E S, then v is algebraic over 
K((S - { v } )  U { u } ). 

2. (a) Use Zorn's Lemma to show that every field extension possesses a trans
cendence base. 
(b) Every algebraically independent subset of F is contained in a transcendence 
base. 

3. { x., . . . , Xn } is a transcendence base of K(xt, . . .  , Xn). 

4. If E�,£2 are intermediate fields, then 
(i) tr.d.Et£2/K > tr.d.�/K for i =  1 ,2 ;  

(ii) tr.d.£1£2/ K < (tr .d .Et/ K) + (tr.d.£2/ K). 
5. If F = K(ut, . . .  , un) is a finitely generated extension of K and E is an inter

mediate field, then E is a finitely generated extension of K. [Note: the algebraic 
case is trivial by Theorems V. 1 . 1 1  and V. 1 . 1 2.] 

6. (a) If S is a transcendence base of the field C of complex numbers over the field Q 
of rationals, then S is infinite. [Hint: Show that if S is finite, then 

JQ(S)I = JQ(xt, · · · , Xn) l = JQ[Xt, · · . , Xn] l = JQJ < JCI 

(see Exercises 8.3 and 8.9 of the Introduction and Theorem 1 .2). But Lemma 
V.3.5 implies IQ(S)I = ICI .] 
(b) There are infinitely many distinct automorphisms of the field C. 
(c) tr.d .C/Q = IC I. 

1. If F is algebraically closed and E an intermediate field such that tr.d.E/ K is 
finite, then any K-monomorphism E -+ F extends to a K-automorphism of F. 

8. If F is algebraically closed and tr .d.F I K is finite, then every K-monomorphism 
F-+ F is in fact an automorphism. 
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2. L INEAR DISJOINTN ESS AN D SEPARABI LITY 

The chief purpose of this section is to extend the concept of separability to 
(possibly) nonalgebraic field extensions. This more general concept of separability 
wil l  agree with our previous definition in the case of algebraic extensions (Theorem 
2.8). We first introduce the idea of l inear disjointness and develop its basic properties 
(Theorems 2.2-2.7). Separability is defined in terms of linear disjointness and char
acterized in several ways (Theorem 2 . 10). Other properties of separability are de
veloped in the corollaries of Theorem 2 . 10. 

In the following discussion all fields are assumed to be subfields of some (fixed) 
algebraically closed field C. 

Defin ition 2.1. Let C be an algebraically closed field with subfields K,E,F such that 

K c E n F. E and F are linearly disjoint Ot:er K if every 
.
subset ofE which is linearly 

independent over K is also linearly independent over F. 

REMARKS. An alternate definition in terms of tensor products is given in Ex
ercise 1 .  Note that a subset X of E is linearly independent over a subfield of C if and 
only if every finite subset of X is. Consequently, when proving linear disjointness, we 
need only deal with finite linearly independent sets. 

EXAMPLE. If K c E then E and K are trivially linearly disjoint over K. This 
fact will be used in several proofs. Other less trivial examples appear in the theorems 
and exercises below. 

The wording of Definition 2 . 1  suggests that the definition of linear disjointness is 
in fact symmetric in E and F. We now prove this fact. 

Theorem 2.2. Let C be an algebraically closed field with subjields K,E,F such that 

K C E n F. Then E and F are linearly disjoint ocer K if and on(v if F and E are 

linearly disjoint ocer K. 

PROOF. It suffices to assume E and F linearly disjoint and show that F and E are 
linearly disjoint . Suppose X C F is linearly independent over K, but not over E so 
that r1u1 + · · · + rnun = 0 for some u1 EX and ri E E not all zero. Choose a subset of 
{ r1 ,  . . .  , rn } which is maximal with respect to linear independence over K; reindex if 

t 
necessary so that this set is { r� ,r2� • • •  � rt l (t > I ) . Then for each j > t, r i = L aiiri 

i = l  
with aii E K (Exercise IV.2.1) .  After a harmless change of index we have : 

Since E and F are linearly disjoint, { r�, . . .  , r, l is linearly independent over F which 
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n 

implies that uk + L ak;U; = 0 for every k < t. This contradicts the linear inde· 
j = t + l 

pendence of X over K. Therefore X is linearly independent over E. • 

The following lemma and theorem provide some useful criteria for two fields to 
be linearly disjoint. 

Lem rna 2.3. Let C be an algebraically closed field with subfields K,E,F such that 
K C E n F. Let R be a subring ofE such that K(R) = E and K C R (which implies 
that R is a vector space over K). Then the following conditions are equivalent:  

(i) E and F are linearly disjoint over K; 
(ii) every subset of R that is linearly independent over K is also linearly inde

pendent ot,er F ;  
(iii) there exists a basis ofR over K which is linearly independent over F. 

REMARK. The lemma is true with somewhat weaker hypotheses (Exercise 2) 
but this is all that we shall need. 

PROOF OF 2.3. (i) ==> (ii) and (i) =::;} (i ii) are trivial. (ii) ==> (i) Let X =  { Ut, • • •  , un } 
be a finite subset of E which is linearly independent over K. We must show that X js 
linearly independent over F. Since ui E E = K(R) each ui is of the form ui = cidi-1 
= Ci/ di, where c, = ft(r�, . . .  , rt), 0 -#- d, = g,(r�, . . .  , rti) with ri E R and fi,gi € 
K[xh . . .  , x,J (Theorem V. 1 .3). Let d = d1d2 · · · dn and for each i let Vi = 
cidl · · · di-�Idt+l · · - dT, E R. Then ui = Vid-

1 and the subset X' = { v1, . . .  , r7l } of R is 
linearly independent over a subfield of C if and only if X is. By hypothesis X and 
hence X' is linearly independent over K. Consequently, (ii) implies that X' is linearly 
independent over F, whence X is linearly independent over F. 

(iii) ==> (ii) Let U be a basis of R over K which is linearly independent over F. We 
must show that every finite subset X of R that is linearly independent over K is also 
linearly independent over F. Since X is finite, there is a finite subset v. of U such that 
X is contained in the K-subspace V of R spanned by v. ; (note that v. is a basis of V 
over K). Let v. be the vector space spanned by U, over F. U and hence v. is linearly 
independent over F by (iii). Therefore U1 is a basis of V1 over F and dimKV = dimFV1 . 
Now X is contained in some finite basis W of V over K (Theorem IV.2 .4). Since W 
certainly spans v. as a vector space over F, W contains a basis w. of v. over F. Thus 
I w. j < I W I  = dim,,V  = dimrVl = I Wt l ,  whence w = WI . Therefore, the subset X 
of W is necessarily linearly independent over F. • 

Theorem 2.4. Let C be an algebraically closed field with suhfields K,E,L,F such that 
K C E and K C L C F. Then E and F are linearly disjoint over K if and only if(i) E 
and L are linearly disjoint over K and (ii) EL and F are linearly disjoint ocer L. 

PROOF. The situation looks like this : 
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EF 

/ '\  
EL F 

/ '\ /  
E L 

'\ /  
K 

(�) If a subset X of E is linearly independent over K, thenX is l inearly inde
pendent over L by (i). Therefore (since X C E C EL), X is linearly independent over 
F by (ii). 

(�) If E and F are l inearly disjoint over K, then E andL are automatically linearly 
disjoint over K. To prove (ii) observe that EL = L(R), where R is the subring 
L[EJ of C generated by L and E. By Theorem V. 1 .3 every element of R is of the form 
f(et, . . .  , en) (ei € E;f€ L[x., . . . , X nD ·  Therefore, any basis u of E over K spans R 

considered as a vector space over L.  Since E and L are linearly disjoint over K, U is 
linearly independent over L.  Hence U is a basis of R over L. But U is linearly inde
pendent over F by the l inear disjointness of E and F. Therefore, EL and F are linearly 
disjoint over L by Lemma 2.3 . • 

Next we explore linear disjointness with respect to certain extension fields of K 
that will play an important part in the definition of separability. 

Defin ition 2.5.  Let K be afield ofcharacteristic p � 0 and let C be an algebraically 
closed field containing K. For each integer n > 0 

K 11 pn = { U € C / U pn € K }  . 
K l/pco = U K 11Pn = { u € C I uPn € K for some n > 0 } . 

n >O 

REMARKS. Since (u ± v)P11 = uP71 ± cP71 in a field of characteristic p (Exercise 
III. l . l l )  each K11Pn is actually a field. Since K = K11P° C Kltpn C K11Pm C K1'Pco for 
all n,m such that 0 < n < 1n , it follows readily that K1'Pc:o is also a field. The fact that 
C is algebraically closed implies that K11P11 is a splitting field over K of the set of poly
nomials { xPn - k I k € K} (Exercise 5). In particular, every k E K is of the form vPn 
for some v E K11P11• Since K1'Pn is a splitting field over K, it is essentially independent of 
C (that is, another choice C' would yield an isomorphic copy of K11P11 by Theorem 
V.3.8). 

Lemma 2.6. IfF is an extension field of K of characteristic p � 0 and C is an alge
braically closed field containing F, then for any n > 0 a subset X ofF is linearly inde
pendent over K11Pn if and only ifXp•• = { uP" I u E X J is linearly independent over K. 
Furthermore X is linearly independent over K11Pc:o if and only ifX is linearly independent 
over K 11Pn for all n > 0. 

J 
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SKETCH OF PROOF. Every a E K is of the form a = vPn for some v E K1'P" 
(Exercise 5). For the first statement note that L aiuiPn = 0 (ai E K; Ui E X) � 

i � VipnUiPn = 0 (vi E KIJp'll and Vipn = ai) <::::} (� ViUi)Pn = 0 <=> � DiUi = 0. For the 
' 1 ' 

t 
second statement observe that if L wiui = 0 (wi E K11Pa) ; ui eX), then for a large 

i = l  

h Kllpn enoug n, Wt, • • •  , Wt E • • 

Theorem 2.7. Let F be a field contained in an algebraically closed field C. IfF is a 
purely transcendental extension of a field K of characteristic p � 0, then F and K ttpn 

are linearly disjoint over K for all n > 0 and F and K11rfX' are linearly disjoint over K. 

PROOF. Let F = K(S) with S a  transcendence base of F over K. If S = fZf, then 
F = K and every linearly independent subset of F over K consists of exactly one 
nonzero element of K. Such a nonzero singleton is clearly linearly independent over 
any subfield of C whence the theorem is true if S = 0. If S is not empty let M be the 
set of monomials over S (that is, the set of all finite products of elements of S). Then 
M is linearly independent over K since S is algebraically independent over K. By 
Theorem V. l . 3 M spans the subring K[S] (considered as a vector space over K). 
Therefore, M is a basis of K[S] over K. The algebraic independence of S implies that 
for every n > 0, MPn = { mPn I m E MJ is linearly independent over K. By Lemma 2.6 
M is linearly independent over K11Pn for every n and hence over K11Pro. Therefore, for 
each 0 < n < oo ,  F and K11Pn are linearly disjoint over K by Lemma 2.3 (with K[S], 
F, K1tPn in place of R, E, F respectively). • 

The next theorem shows the connection between linear disjointness and separable 
algebraic extensions and will motivate a definition of separability in the case of ar
bitrary (possibly nonalgebraic) extensions. 

Theorem 2.8.  Let F be an algebraic extension field of a field K of characteristic 
p � 0 and C an algebraically closed field containing F. Then F is separable over K if 
and only ifF and K1 1P are linearly disjoint ocer K.  

PROOF. We shall prove here only that separability implies that F and K11P are 
linearly disjoint. The other half of the proof will be an easy consequence of a result 
below (see the Remarks after Theorem 2. 1 0). Let X = � u1, . . .  , un } be a finite subset 
of F which is linearly independent over K. We must show that X is linearly inde
pendent over K11 1' . The subfield E = K(uh . . .  , un) is finite dimensional over K 
(Theorem V. l . l 2) and has a basis t u� ,  . . . ..  un ,Un-t t ,  • • .  , ur } which containsX (Theo-

T 

rem, IV.2.4). If r E E and k is a positive integer, then ck = L atui (ai E K) and hence 
i =  1 

vkp = (L aiui)1' = LalPut1'. Since v is separable over K� K(c) is both separable 
l 

algebraic and purely i nseparable over K(cP) (Theorem V.6.4 and Lemma V.6.6) .. 
whence K(c) = K(c") = K[cP] (Theorems V.1 .6 and V.6.2). Thus v is a linear com
bination of the cJ.-}1 and hence of the Ui1>. Therefore E is spanned by { u1P, • • •  , Ur1' } . 
Since [£ : K] = r, { u1P, • • •  , ur11 \ must be a basis by Theorems IV.2.5 and IV.2.7. 
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Thus { u1 11, • • •  � urP l and hence XP is linearly independent over K. By Lemma 2 .6X is 
linearly independent over Kli1J, whence F and K11P are linearly disjoint over K. • 

Defin ition 2.9. Let F be an extension field ofK. A transcendence base S ofF over K 
is called a separating transcendence base ofF over K ifF is separable algebraic over 
K(S). IfF has a separating transcendence base over K ,  then F is said to be separably 
generated over K. 

REMARKS. Recall that F is algebraic over K(S) (Corollary 1 .6). I fF  is separably 
generated over K, it is not true that every transcendence base of F over K is neces
sarily a separating transcendence base (Exercise 8). 

EXAMPLES. lf F is separable algebraic over K, then the null set is a separating 
transcendence base. Every purely transcendental extension is trivially separably 
generated since F = K(S). 

In order to make the principal theorem meaningful in the case of characteristic 
zero we define (for any field K of characteristic 0) Kllo = Kllon = K1 '0w = K. 

Theorem 2.10. IfF is an extension field of a field K of characteristic p > 0 and C is 
an algebraically closed field containing F, then the following conditions are equivalent. 

(i) F and K 11P are linearly disjoint over K; 

(ii) F and K tJpn are linearly disjoint over K for some n > 1 ;  
(iii) F and K1 1Pw are linearly disjoint over K ;  
(iv) every finitely generated intermediate field E is separably generated ocer K ;  
(v) K

o and F are linearly disjoint over K, where Ko is the fixed field (relative to 
C and K) of AurKC. 

REMARKS. The theorem is proved below. The implication (i) � (iv) provides a 
proof of the second half of Theorem 2.8 as follows. For every u e F, K(u) is a finitely 
generated intermediate field and thus separably generated over K. But F (and hence 
K(u)) is assumed algebraic over K and the only transcendence base of an algebraic 
extension is the null set. Therefore K(u) is separable algebraic over K()25) = K. 

Hence every u € F is separable algebraic over K. 

SKETCH OF PROOF OF 2.10. Except in proving (iii) ¢=> (v) we shall assume 
that char K = p � 0 since the case when char K = 0 is trivial otherwise. (iii) � 

(ii) � (i) is imn1ediate since K11P c K1111n c K11Poo for every n > 1 .  
(i) � (iv) Let E = K(s� , . . .  , sn) and tr.d.E/ K = r. By Coronary 1 .7 r < n and 

some subset of l St ,  . . •  , sn } is a transcendence basis of E over K, say { s1 , . . . , Sr l .  

If r = n, then l s., . . . , sn I is trivially a separating transcendence base, whence (iv) 
holds. If r < n, then sr+l is algebraic over K(s1 7 • • •  , sr) (Corollary 1 .6) and therefore 

m 

the root of an irreducible monic polynomial f(x) = L aixi € K(s�, . . .  , sr)[x] . A 
i = l  

"least common denominator argument"� such as that used i n  the proof of Theorem 
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1 .5 shows that f(x) = d-I(t v;x') with 0 � d E  K[s1, . . .  , sr] , Vi = hi(St, . . •  , Sr) 
1. = 1  

m 
and hi E K[x�, • .  0 , Xr] - Thus h = L hi(Xt , . . .  ' Xr)x;+l E K[x�, . 0 • ' Xr+I] and 

i = O 
Ji(s1, 0 . 0 , snsr+t) = 0. It follows that there exists a polynomial g e K[x., . . .  , Xr+I] of 
least positive degree such that g(st , . . . , sr+ t) = 0. Clearly g is irreducible in 
Klx�, . . .  , xr+t] .  Recal l that xi is said to occur in g(x, , . . .  , x71) if some nonzero term 
of g contains a factor xim with m > 1 .  

We claim that some Xi occurs in g with an exponent that is not divisible by p. 
Otherwise g = c0 + cimt(Xt , . . . , Xr+I)P + · · · + ckmk(x� , . 0 • , Xr+t)P, where c1 E K, 
the ci are not all zero, and each mi(x1 , . . . , Xr+I) is a monomial in Xt, 0 . .  , Xr+I· Let 
mo(Xt , . .  0 ,  Xr+I) = 1 K and for each j > 0 choose di e K111' such that d1P = ci. Then ( k )p g = l: d1mi(x� , . . .  , Xr+I) and g(s. , . 0 0 , Sr+t) = 0 imply that 

J = O  
k 

L dim ;(st, . . o , Sr+I) = 0, 
i = O  

whence the subset { mi(s., 0 . . , sr+I) I j > 0 }  of F is linearly dependent over K11P. But 
{ mj(s�, 0 0 • , sr+t) I j > 0} is necessarily linearly independent over K (otherwise there 
would exist a g. E K[xt, . . . , Xr+t] with deg g, < deg g and gt(St, . • .  , sr+t) = 0) . This 
fact contradicts the linear disjointness of F and K11P. Therefore some Xi, say x1, 
occurs in g with an exponent that is not divisible by p. 

The polynomial g(x,s2, . . .  , sr+t) E K(s2, • • •  , sr+I)[x] is necessarily nonzero. 
Otherwise, since Xt occurs in g(x� ,  . 0 • , Xr+1) by the previous paragraph, we could 
obtain a polynomial K2 E K[x� , . . .  , x r+I] such that 0 < deg g2 < deg g and 
g-i_s1,s2, . . .  , sr+t) = 00 Such a g2 would contradict the choice of g. Therefore, 
g(x ,s2, 0 0 . , Sr+t) � 0. Since g(s�,s2, . . .  , Sr+I) = 0, St is algebraic over K(s2, . .  0 , Sr+J). 
But s2, 0 • •  , Sr+I are obviously algebraic over K(s2, . • .  , sr+I) and E is algebraic over 
K(s�, . • . , s,+t) . By Theorems V. l . l 2  and V. 1 . 1 3  E is algebraic over K(s2, . 0 • , sr+t). 

Since tr .d .E/ K = r, { Sz, . . . , sr+l l is  a transcendence base of E over K (Corollary 1 07). 

The proof of Theorem 1 0 2 shows that the assignment Xi � Si determines a K-iso
morphism cp : K[x'2, 0 0 • , Xr+d ,_.._, K[s2, • • •  , sr+J ] o  Clearly cJ> extends to a K-isomor
phisnl K[x�,x2, o • • , Xr+d = K[x2., 0 0 0 , Xr+tHxd r->-1 K[s2, 0 • •  , Sr+l] [x] such that Xt h x 
and g(x�, . . .  , Xr+t) � g(x ,s2, . . .  , sr+l ) .  Since cp is an isomorphism, g(x ,s2, 0 o • , sr+t) 

must be irreducible in K[s2, . .  0 , sr+t ] [x)o Consequently g(x ,s2, . . .  , sr+t) is primitive 
in K[s2, 0 0 • , sr+ tHx] and hence irreducible in K(s2, 0 • •  , sr+1)[x] by Lemma 111.6. 1 3  
and Theorem II1 .6. 1 40 Since cp is an isomorphism x must occur in g(x,s2., . . . , sr+I) 

with an exponent not divisible by po Thus the derivative of g(x,s2, 0 0 • , sr-t 1) is non
zero (Exercise 111 .6.3), whence g(x ,s'.!, . . .  , sr+t) is separable by Theorem 111 .60 1 0. 
Therefore St is separable algebraic over K(s2, . • •  , sr+1) and hence over K(s2, . . .  , sn). 

In particular, E = K(s , ,  . . .  , s71) is separable algebraic over K(s'l., . . .  , sn) by 
Lemma V06°6° Thus if l s'l., . 0 0 , sn } is a transcendence base of E ovet K, then E is 
separably generated over K. If not, then { .s2, . • •  , sn } contains a transcendence base 
(Corollary 1 .7), which we may assume (after reindexing if necessary) to be 
{ s2, . .  0 , sr+t } .  A repetition of the preceding argument (with si + 1 in place of Si for 
i = 1 ,2, . . .  , r + 1 and possibly more reindexing) shows that s2 (and hence 
K(s2, . • .  , sn)) is separable algebraic over K(s3, . . .  , S71)o Hence E is separable 
algebraic over K(sa, . 0 • , sn) by Corollary V.6.8. Continuing this process we must 
eventually find s., 0 0 . , St such that E is separable algebraic over K(st+I, . . .  , sn) 
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and { St+h • • .  , sn } is a transcendence base of E over K. Therefore E is separably 
generated over K. 

(iv) => (iii) Let W be a finite subset of F that is linearly independent over K. We 
must show that W is linearly independent over K11Pro. Let E = K( W). We need only 
show that E and K11Pro ar:e linearly disjoint over K, since this fact immediately implies 
that W is linearly independent over K11PCD. Since W is finite, E has a separating tran
scendence base S over K by (iv). We shall prove the linear disjointness of E and K11Poo 
by applying Theorem 2.4 to the extensions K C K11Pro and K C K(S) c E as follows. 
K(S) and K11PCD are linearly disjoint over K by Theorem 2.7. Let X be a subset of £that 
is  linearly independent over K(S). Since E is separable algebraic over K(S), X i s  
linearly independent over K(S)1'P by the half of Theorem 2.8 already proved. There
fore XP is linearly independent over K(S) by Lemma 2.6. The last three sentences 
form the heart of an inductive argument which shows that XP'" is linearly indepen
dent over K(S) for all m > 0; (note that (XPT)P = XPT+1). Hence X is linearly inde
pendent over K(S)11Pm for all m > 0 by Lemma 2.6 ag�in. Therefore X is linearly 
independent over K(S)1'Poo and hence over its subfield K11Poo K(S) . We have proved 
that E and K11Poo K(S) are linearly disjoint over K(S). Consequently E and K11Pro are 
linearly disjoint over K by Theorem 2.4. 

(iii) � (v). It suffices to prove that Ko = K11P=. Let u € K0• If u is transcendental 
over K, then there exists v € C with v � u and v transcendental over K (for example, 
take v = u2). The composition K(u) � K(x) � K(v) (where the isomorphisms are 
given by Theorem V.1 .5) is a K-isomorphism u such that u(u) = v. We thus have 
I = tr.d.K(x)/ K = tr.d.K(u)/ K = tr.d.K(v)/ K. Theorem 1 . 1 1  (and Introduction, 
Lemma 8.9 if tr.d.C/ K(u) is infinite) implies that tr.d.C/K(u) = tr.d.C/ K(v). There
fore u extends to a K-automorphism of C by Theorem 1 . 1 2 .  But u(u) = o � u, which 
contradicts the fact that u € Ko. Therefore, u must be algebraic over K with irre
ducible polynomial /€ K[x] . If v € C is another root of f, then there is a K-isomor
phism r :  K(u) � K(v) such that'r(u) = v (Corollary V.l .9). An argument similar to 
the one in the transcendental case shows that r extends to a K-automorphism of C. 
Since u € Ko we must have u = T(u) = v, whence /has only one root in C. Thus u is 
purely inseparable over K. If char K = 0, then f (which is necessarily separable) 
must have degree I .  Hence u € K = K1'CF. If char K = p # 0, then uPn € K for some 
n > 0 by Theorem V.6.4. Thus u e K1'Pn C K11P00• We have proved that K0 C K1'P00• 
Conversely suppose that char K = p � 0, tc € K11Pn C K11Pro and u € AutKC. Then 
u(u)Pn = u(uPn) = uPn, whence 0 = u(u)P7' - uPn 

= (u(u) - u)Pn and u(u) = u. 
Therefore, K11Pro C K0• • 

Defin ition 2.11. An extension field F of afield K is said to be separable over K (or 
a separable extension of K) if F satisfies the equivalent conditions of Theorem 2.10. 

REMARKS. Theorem 2.8 shows that this definition is compatible with our 
previous use of the term useparable" in the case of algebraic extensions (Definition 
V.3 . 10). Since the first condition of Theorem 2 . 10 is trivially satisfied when 
char K = 0, every extension field of characteristic 0 is separable. 

The basic properties of separability are developed in the following corollaries of 
Theorem 2. 10. 
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Corollary 2.12. (Mac Lane's Criterion) IfF is an extension field of afieldK andF is 
separably generated over K7 then F is separable over K. Conversely, ifF is separable 
and finite(v generated over K, say F = K(u1, . . .  , Un), then F is separably generated 
over K. In fact some subset of { u� ,  . . . , Un J is a separating transcendence base ofF 
over K.  

SKETCH OF PROOF. The proof of (iv) =:::} (iii) =:::} (i) in Theorem 2 . 10  is valid 
here with F = E since it uses only the fact that E is separably generated. The last two 
statements are consequences of the proof of (i) ==> (iv) in Theorem 2 . 10. • 

Corol lary 2.13. Let F be an extension field ofK and E an intermediate field. 

(i) IfF is separable over K, then E is separable over K; 
(ii) ifF is separable over E and E is separable over K, then F is separable over K;  

(iii) ifF is separable over K and E is algebraic over K, then F is separable over E. 

REMARK. (iii) may be false if  E is not algebraic over K (see Exercise 8). 

SKETCH OF' PROOF OF 2.13. (ii) Use Theorems 2.4 and 2 . 10. (iii) If char K 
= p � 0, let X be a subset of F which is linearly independent over E. Extend X to a 
basis U of F over E and let V be a basis of E over K. The proof of Theorem IV.2. 1 6  
shows that UV = \ uv I u E U,v E V} is a basis of F over K, whence UV is linearly inde
pendent over K11P by separability. Lemma 2.6 implies that (UV)P = { uPcP I u E U,v E VJ 
is linearly independent over K. We claim furthermore that VP is a basis of E over K. 
For E is separable over K by (i). Consequently, the linear disjointness of E and K11P 
shows that V is linearl)' independent over K1'1', whence VP is linearly independent 
over K by Lemma 2.6. Since E = KEP by Corollary V.6.9, VP necessarily spans E 
over K. Therefore, VP is a basis of E over K. To complete the proof we must show that 
X is linearly independent over £lip. If L aiUi = 0 (a; E E11P ;ui E X  C U), then 

l 

L atPu/> = 0. Since each a/> E E is of the form L CiiviP (cii E K; vi E V) we have 
i j 

0 = L <L Cijl.'jP)ui�> = L CijU'LPviP· The linear independence of (UV)P implies 
1- } l,) 

that ct1 = 0 for all i,j and hence that a'L = 0 for all i. Therefore, X is linearly inde-
pendent over £1iP_ • 

E X E R C I S E S 
Note. E and F are a lways extension fields of a field K, and C is an algebraically 

closed field containing E and F. 
I .  The subring E[F] generated by E and F is a vector space over K in the obvious 

way. The tensor product E ®K F is also a K-vector space (see Theorem IV.5 .5 
and Corollary IV.5 . 1 2) .  E and F are linearly disjoint over K if and only if  the 
K-linear transformation E ®n- F � E[F] (given on generators of E ®K F by 
a ®  b � ah) is an isomorphism. 

2 .  Assume E and F are the quotient fields of integral domains R and S respectively. 
Then C is an R-module and an S-module in the obvious way. 
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(a) E and F are linearly disjoint over K if and only if every subset of R that 
is linearly independent over K is also linearly independent over S.  

(b) Assume further that R i s  a vector space over K. Then E and F are linearly 
disjoint over K if and only if every basis of R over K is linearly independent 
over F. 

(c) Assume that both R and S are vector spaces over K. Then E and F are 
linearly disjoint over K if and only if for every basis X of R over K and basis Y of 
S over K, the set { uv I u EX; v E Y} is linearly independent over K. 

3 .  Use Exercise 1 to prove Theorem 2.2. 

4. Use Exercise 1 and the associativity of the tensor product to prove Theorem 2 .4. 

5 .  If char K = p r! 0, then 
(a) Kttpn is a field for every n > 0. See Exercise 111 . 1 . 1 1 .  
(b) K11Poo is a field. 
(c) K11Pn is a splitting field over K of { xPn 

- k I k E K} . 
' 

6. If { Ut, . . •  , un } is algebraically independent over F, then F and K(u. ,  . . .  , un) are 
linearly disjoint over K. 

7. If E is a purely transcendental extension of K and F is algebraic over K, then E 
and F are linearly disjoint over K. 

8 .  Let K = Zp, F = Zp(x), and E = Zp(xP). 
(a) F is separably generated and separable over K. 
(b) E r! F. 
(c) F is algebraic and purely inseparable over E. 

(d) { xP } is a transcendence base of F over K which is not a separating tran
scendence base. 

9. Let char K = p � 0 and let u be transcendental over K. Suppose F is generated 
over K by l u,v.,v2, . . .  } ,  where t·i is a root of xPi - u E K(u)[x] for i = 1 ,2, . . . .  
Then F is separable over K, but F is not separably generated over K. 

I 0. (a) K is a perfect field if and only if every field extension of K is separable (see 
Exercise V.6. 1 3). 
(b) (Mac Lane) Assume K is a perfect field, F is not perfect and tr.d .F/ K = I .  
Then F is separably generated over K. 

1 I .  F is purely inseparable over K if and only if the only _[(.;.monomorphism F --.. C is 
the inclusion rna p. 

1 2. E and F are free over K if every subset X of E that is algebraically independent 
over K is also algebraically independent over F. 

(a) The definition is symmetric (that is, E and F are free over K if and only if 
F and E are free over K). 

(b) If E and F are linearly disjoint over K, then E and F are free over K. Show 
by example that the converse is false. 

(c) If E is separable over K and E and F are free over K, then EF is separable 
over F. 

(d) If E and F are free over K and both separable over K, then EF is separable 
over K. 

r 
I 



CHAPTER VI I  

LI N EAR ALG EBRA 

Linear algebra is an essential tool in many branches of mathematics and has wide 
applications. A large part of the subject consists of the study of homomorphisms of 
(finitely generated) free modules (in particular, linear transformations of finite di
mensional vector spaces). There is a crucial relationship between such homomor
phisms and matrices (Section I ) .  The investigation of the connection between two 
matrices that represent the same homomorphism (relative to different bases) leads to 
the concepts of equivalence and similarity of matrices (Sections 2 and 4). Certain 
important invariants of matrices under similarity are considered in Section 5.  Deter
minants of matrices (Section 3) are quite useful at several points in the discussion. 

Since there is much interest in the applications of linear algebra, a great deal of 
material of a calculational nature is included in this chapter. For many readers the 
inclusion of such material will be well worth the burden of additional length. How
ever, the chapter is so arranged that the reader who wishes only to cover the im
portant basic facts of the theory may do so in a relatively short time. He need only 
omit those results labeled as propositions and observe the comments in the text as to 
which material is needed in the sequel. The approximate interdependence of the 
sections of this chapter is as folJows : 

1 
/l\ 3--.. 4� - 2  

\!  
� 

As usual a broken arrow A - - �  B indicates that an occasional result of Section A is 
used in Section B, but that Section B is essentially independent of Section A .  

327 
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1. MATRICES AN D MAPS 

The basic properties of matrices are briefly reviewed . Then the all important rela
tionship between matrices and homomorphisms of free modules is explored. Except 
in Theorem 1 . 1  all rings are assumed to have identity, but no other restrictions are 
imposed. Exc�pt for the discussion of duality at the end of the section all of this 
material is needed in the remainder of the chapter. 

Let R be a ring. An array of elements of the form 

au a12 a13 a1m 
a21 a22 a23 a2m 

' 

with ai1 E R, n rows (horizontal), and m columns (vertical), is called an n X m matrix 
over R. An n X n matrix is called a square matrix. For brevity of notation an arbi
trary matrix is usually denoted by a capital letter, A �B,C or by (aii), which indicates 
that the i-jth entry (row i, columnj) is the element aii E R. Two n X m matrices (aii) 
and (bii) are equal if and only if aii = bii in R for al l  i,j. The elements au,a22,aaa, . . . 
are said to form the main diagonal of the matrix (aii) · An n X n matrix with aii = 0 
for all i rf j is called a diagonal matrix. If R has an identity element, the identity 
matrix In is the n X n diagonal matrix with 1 R in each entry on the main diagonal ; 
that is, I'll = (Oii) where o is the Kronecker delta. The n X m matrices with all entries 
0 are called zero matrices. The set of all n X n matrices over R is denoted MatnR. 
The transpose of an n X m matrix A = (aii) is the m X n matrix At = (bii) (note 
size !) such that bii = aii for all i,j. 

If A = (aii) and B = (bii) are n X m matrices, then the sum A + B is defined to 
be the n X m matrix (Cij) , where Cii = aii + bii· If A = (aii) is an m X n matrix and 
B = (bii) is an n X p matrix then the product AB is defined to be the m X p matrix 

'1 

(c;1) where cii = � a;k bkJ· Multiplication is not commutative in general. If A =  (aii) � 
is an n X m matrix and r c R, r A is the n X m matrix (raii) and Ar is the n X m 
matrix (aiir) ; rln is called a scalar matrix. 

If the matrix product AB is defined, then so is the product of transpose matrices 
B1A1• If R is commutative, then (AB)'- = BtA1 • This conclusion may be false if R is 
noncommutative (Exercise 1 ) . 

Theorem 1.1. /f R is a ring, then the set of all n X m matrices over R Jorn1s an 
R-R bimodule under addition, with the n X m zero n1atrix as the additive identity. 
Multiplication of matrices, when defined, is associative and distributive over addition . 
For each n > 0, JvfatnR is a ring. If R has an identity, so does MatnR (namely the 
identity matrix In). 

PROOF. Exercise. • 

One of the important uses of matrices is in describing homomorphisms of free 
modules. 

I 

I 
I 
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Theorem 1.2. Let R be a ring with identity. Let E be a free left R-module with a .finite 
basis of n elements and F a  free left R-module with a .finite basis ofm elements. Let 
M be the left R-module of all n X m matrices over R.  Then there is an isomorphism 
of abelian groups: 

JfR is commutative this is an isomorphism of left R-modules. 

PROOF. Let { u1, . . .  , un } be a basis of E, { Vt, . . .  , Vm } a basis of F and 
f E HomR(E,F). There are elements rii of R such that 

f(ui) = ruv1 + r12V2 + - - · + r1mvm ; 
f(u2) = r21VI + r22V2 + · · · + r2mVm; 

The rii are uniquely determined since { VI , . . •  , Vm } is a basis of F. Define a map 
{3 : HomR(E,F) -4 M by f� A,  where A is the n X m matrix (rii)- It is easy to verify 
that t3 is an additive homomorphism. If {3( f) = 0, then f(ui) = 0 for every basis 
element ui, whence f = 0. Thus t3 is a monomorphism. Given a matrix (r,i) E M, de
fine f: E -4 F by f(ui) = riiVI + ri2V2 + · · · + rimVm (i = 1 ,2, . . .  , n). Since E is free, 
this uniquely determines fas an element of HomR(E,F) by Theorem IV.2 . 1 .  By con
struction {3( f) = (ri1). Therefore t3 is surjective and hence an isomorphism. If R is 
commutative, then HomR(E,F) is a left R-module with (rf)(x) = r(f(x)) by the 
Remark after Theorem IV.4.8. It is easy to verify that (3 is an R-module isomor
phism. • 

Let R,E,F and {3 be as in Theorem 1 .2 .  The matrix of a homomorphism 
f E HomR(E,F) relative to the ordered bases U = { u�-, . , . , Un l of E and V = 
{ v1, . . •  , Vm } of F is the n X m matrix (rii) = {3(f) as in the proof of Theorem 1 .2 .  
Thus the ith row of the matrix of f consists of the coefficients of f(ui) E F relative to 
the ordered basis { VI, • • .  , Vm } . In the special case when E = F and U = V we refer 
to the matrix of the endomorphism f relative to the ordered basis U. 

REMARK. Let E,F, f,U,V be as in the previous paragraph . The image under /of 
an arbitrary element of E may be conveniently calculated from the matrix A = (rii) 
of f as follows. If u = XtUt + X2U2 + · · - + X11U11 E E (xi E R), then 

n 

f(u) = f(t X;U;) = ± x;f(u;) = t x,(f r;;v;) 
t = l  t = l  t = l  J = l 

m 
( 

n 
) 

m 
= L _L Xirii vi = 

_L YiVf, j = l  i = l  j = l  

where Yi = L Xirii· Thus if X is the 1 X n matrix (x. x2 · · · xn) and Y is the I X m 
i ==  1 

matrix (Y• Y2 · · · Ym), then Y is precisely the matrix product XA. X and Y are some-
times called row vectors. 
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Theorem 1.3.  Let R be a ring with identity and let E,F,G, be free left R-modules with 
finite ordered bases U = { u�, . . .  , Un J ,  V = { v�, . . .  , Vm } ,  W = { Wt, • • •  , wP } re
spectively. If f c. Hon1R(E ,F) has n X m matrix A (relative to bases U and V) and 
g c. HomR(F,G) has m X p rnatrix 8 (re/atice to bases V and W), then gf c. Hon1R(E,G) 
has n X p ntatrix AB (relative to bases U and W). 

PROOF. If  A = (rii) and B = (ski), then for each i = 1 ,2, . . . , n 

gf(u;) = g(f;
1 
rikvk) = k� r;kg(vk) = t1 r,{f1 ·''kil'') 

= t (f rikski)wi. 
j = l  k = l  

m 

Therefore the matrix of gfrelative to U and W has i-jth entry L ro.-Ski· But this is 
precisely the i-jth entry of the matrix AB. • 

/,- = 1 

Let R be a ring with identity and E a free left R-module with a finite basis U of n 
elements. Then HomR(E,E) is a ring with identity., where the product of maps fand g 
is simply the composite function fg : E � E (Exercise IV. l .7). We wish to note for 
future reference the connection between the ring HomR(E,E) and the matrix ring 
MatnR. If S and T are any rings, then a function 0 : S � T is said to be an anti
isomorphism if () is an isomorphism of additive groups such that 6(s1s2) = O(s._)O(st) for 
all si c. S. The map HomR(E,E) � MatnR which assigns to each fc. Homll(E,E) its 
matrix (relative to U) is an anti-isomorphism of rings by Theorems 1 .2 and t .3 . It 
would be convenient if HomR(E,E) were actually isomorphic to some matrix ring. In 
order to show that th is is indeed the case, we need a new concept. 

If R is a ring, then the opposite ring of R, denoted RoP, is the ring that has the same 
set of elements as R, the same addition as R,  and multiplication o given by 

a o b = ba, 

where ba is the product in R ; (see Exercise 111 . 1 . 1 7) .  The map given by r � r is 
clearly an anti-isomorphism R � RoP. If A = (ai1) and B = (b11) are n X n matrices 
over R, then A and B may also be considered to be matrices over R011• Note that in 

n 
MatnR, AB = (cii) 'wVhere Cii = L aikbki; but in MatnR0P, AB = (dii), where 

k = l  -

n n 
dii = L aik 0 bki = L bkiaik· k = l  k = l  

Theorem 1.4. Let R be a ring with identity and E a free left R-n1odule with a finite 
basis ofn elements. Then there is an isomorphism of rings: 

Hon1R(E,E) r-.v Matn(R op). 
In particular, this isomorphism exists for every n-dimensional vector space E over a 
division ring R ,  in which case R op is also a division ring. 

REMARK. The conclusion of Theorem 1 .4 takes a somewhat nicer form when R 
is commutative, since in that case R = R0P. 
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SKETCH OF PROOF OF 1.4. Let cJ> : HomR(E,E) -+ MatnR be the anti
isomorphism that assigns to each map fits matrix relative to the given basis. Verify 
that the map '&/; : Mat11R -+ Matn Rnp given by '&/;(A) = At is an anti-isomorphism of 
rings. Then the composite map l/;cJ> : Homu(E,E) ---+ MatnRnP is an isomorphism of 
rings. The last statement of the theorem is a consequence of Theorem IV.2.4 and 
Exercise 111. 1 . 17 .  • 

Let R be a ring with identity and A E MatnR.  A is said to be invertible or non
singular if there exists B E  MatnR such that AB = In = BA. The inverse matrix B, if 
it exists, is easily seen to be unique; it is usually denoted A-I. Clearly B = A-I is in
vertible and (A-I)-I = A. The product A C of two invertible matrices is invertible with 
(AC)-1 = c-IA-I. If A is an invertible matrix over a commutative ring, then so is its 
transpose and (A1)-1 = (A-I)t (Exercise 1 ) .  

The matrix of a homomorphism of free R-modules clearly depends on the choice 
of (ordered) bases in both the domain and range. Consequently, it will be helpful to 
know the relationship between matrices that represent the same map relative to 
different pairs of ordered bases. 

Lemma 1.5. Let R be a ring with identity and E,F free left R-modules with ordered 
bases U, V respectively such that I U I = n = I V  1. Let A e M  atnR. Then A is invertible if 
and only if A is the matrix of an isomorphism f: E - F relative to U and V. In this 
case A -1 is the matrix of r- 1 relative to V and U. 

SKETCH OF PROOF. An R-module homomorphism f: E ---+ F is an isomor
phism if and only if there exists an R-module homomorphism f-I : F � E such that 
/-1/ = l H  and ff-I = l p  (see Theorem 1 .2 .3). Suppose /is an isomorphism with 
matrix A relative to U and V. Let B be the matrix of f-I relative to V and U. Sche
matically we have 

map : f f- 1 
module: E F E 
basis :  u v u 
matnx:  A B 

By Theorem 1 .3 AB is the matrix of f-If = lE relative to U. But In is clearly the 
matrix of 1E  relative to U. Hence AB = In by the proof of Theorem 1 .2 .  Similarly 
BA = I'll' whence A is invertible and B = A-I. The converse implication is left as 
an exercise. • 

Theorem 1.6. Let R be a ring with identity. Let E and F be free left R-modules with 
finite ordered bases U and V respectively such that lU I = n, lVI  = m. Let f e 
HomR(E,F) have n X m matrix A relative to U and V. Then f has n X m matrix B 
relative to another pair of ordered bases ofE and F if and only 1/B = PAQfor some 
invertible matrices P and Q. 

PROOF. (�) If B is the n X m matrix off relative to the bases U' of E and V' of 
F, then IU'l = n and I V' I = m. Let P be the n X n matrix of the identity map I E  rela-
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tive to the ordered bases U' and U. P is invertible by Lemma 1 .5 .  Similarly let Q be 
the m X m invertible matrix of 1 F relative to V and V' (note order). Schernatically 
we have:  

map : 
module : 
basis : 
matrix : 

U' u 
p 

v V' 
A Q 

By Theorem 1 .3 the matrix of f =  I F  fiE relative to U' and V' is precisely PA Q. 
Therefore B = P A Q by the proof of Theorem 1 .2 .  

(<==) We are given U,V,f,A as above and B = PA Q with P,Q invertible. Let 
g :  E � E be the isomorphism with matrix P relative to U and h : F � F the iso
morphism with matrix Q-1 relative to V (Lemma 1 .5): If U = { u�, . . . , un } ,  then 
g(U) = { g(ut), . . .  , g(un) l  is also an ordered basis of E and P is the matrix of IE 

relative to the ordered bases g(U) and U. Similarly Q-1 is the matrix of 1 F relative to 
the ordered bases h(V) and V, whence Q = (Q-1)-1 is the matrix of I F  relative to V 
and h(V) (Lemma 1 .5). Schematically we have 

map : 1 E f l F  
module : E E F F 
basis : g(U) u v h(V) 
matrix � p A Q 

By Theorem 1 .3 the matrix off =  1 F f1 E relative to the ordered bases g(U) and h(V) 
is PA Q = B. • 

Corollary 1.7 Let R be a ring with identity and E a free left R-module with an 
ordered basis U of finite cardinality n. Let A be the n X n matrix off e HomR(E,E) 
relative to U. Then f has n X n matrix B relative to another ordered basis ofE if and 
only ifB = PAp- 1 for some invertible matrix P. 

SKETCH OF PROOF. If E = F, U = V, and U' = V' in the proof of Theorem 
1 .6, then Q = p-t by Lemma 1 .5 . • 

The preceding results motivate : 

Defin ition 1.8. Let R "be a ring with identity. Two matrices A,B E MatnR are said to 
be similar if there exists an invertible matrix P such that B = PAP-1• Two n X m 
matrices C,D are said to be equivalent if there exists invertible matrices P and Q such 
that D = PCQ. 

Theorem 1 .6 and Corollary 1 .7 may now be reworded in terms of equivalence 
and similarity. Equivalence and similarity are each equivalence relations (Exercise 7) 
and will be studied in more detail in Sections 2 and 4. I 

j 
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We close this section with a discussion of right modules and duality. 
If R is commutative, then the preceding results are equally valid for right R

modu les. There are important cases, however, in which R is not commutative (for 
example, vector spaces over a division ring). In order to prove the analogue of 
Theorem I .  3 for right modules in the noncommutative case it is necessary to define 
the matrix of a homomorphism somewhat differently. 

Let R be a ring with identity and let E and F be free right R-modules with finite 
ordered bases U = { u1 , . . .  , un J and V = { v,, . . . , lim } respectively. The matrix of 
the homomorphism fc. Hom.H(E,F) relative to U and V is defined to be the m X n 
matrix (note size) : 

' 

where the si1 c. R are uniquely determined by the equations : 
f(ul) = VtSu + V2S�1 + li3S31 + '  · · + VmSmi 

Thus the coefficients of f(ui) with respect to the ordered basis V form thejth co/un1n 
of the m X n matrix (sii) of /(compare the proof of Theorem 1 .2) . 

The action of fmay be described in terms of matrices as follows. Let u = u1x + 
u2x':!. + · · · + UnXn (xi E R) be any element of E and let X be the n X 1 matrix (or 

column vector) . Let A be the matrix of /relative to the bases U and V. Then 

f(u) = Dt l"I + V2)'2 + · · · + Vm}'m , where Yi € R and is the m X 1 matrix 

(column vector) AX. 
The analogues of resu lts 1 . 2-1 .5 above are now easily proved, in particular, 

Theorem 1.9. Let R be a ring with identity and E,F free right R-modules with finite 
bases U and V of cardinality n and m respectively. Let N he the right R-module of all 
m X n matrices over R.  

(i) There is an isomorphism of abelian groups HomR(E,F) � N, which is an iso
morphisn1 of right R-modules ifR is commutatice; 
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(ii) let G be a free right R-module with a finite basis W of cardinality p. If 
f e HomR(E,F) has m X n matrix A (relative to U and V) and g e HomR(F,G) has 
p X m matrix B (relative ro V and W), then gf E HomR(E,G) has p X n matrix BA 
(relative to U and W); 

(iii) there is an isomorphism of rings HomR(E,E) � MatnR .  

PROOF. Exercise; see Theorems 1 .2-1 .4. Note that for right modules (iii) is 
actually an isomorphism rather than an anti-isomorphism. • 

Proposition 1.10. Let R be a ring with identity and f : E � F a homon1orphism of 
finitely generated free left R-modules. If A is the matrix off relative to (ordered) bases 
U andV, then A is also the matrix of the dual homomorphism f :  F* � E *  of free right 
R-modules relative to the dual bases V* and V*. 

REMARK. Dual maps and dual bases are defined in Theorems IV.4 . 10  and 
IV.4. 1 1 .  If R is commutative (for example, a field) it is customary to consider the dual 
M* of a left R-module M as a left R-module (with rm* = m*r for r E R, m* E M* as 
usual). In this case the matrix of the dual map J is the transpose A' (Exercise 8). 

PROOF OF 1.10. Recall that the dual basis V* = { v. *, . . .  , Vm * )  of 
F* = HomR(F,R) is determined by : 

vi*(vi) = tJii (Kronecker delta ; 1 < i,j < m), 

and similarly for the dual basis U* = { u1*., . . .  ., un* )  of E* (Theorem iV.4. 1 1 ). Ac
cording to the definition of the matrix of a map of right R-modules we must show 

n 

that for eachj = 1 ,2, . . .  , m, J(v1*) = L ui*rii, where A = (rt1) is the n X m matrix 
i = l  

off:  E � F relative to U and V. Since both sides of the preceding equation are maps 
E -� R, it suffices to check their action on each uk E U. By Theorem IV.4. 10  we have: 

J(vi*)(uk) = vi*( f(uk)) = vi*(£ rktvt) = i: rk,vi*(v,) = rki· 
t = l  t = l  

On the other hand, 

E X E R C I S E S 
Note: All matrices are assumed to have entries in a ring R with identity. 

1 .  Let R be commutative. 
(a) If the matrix product AB is defined, then so is the product B1A1 and 

(AB)1 = B1A1• 
(b) If A is invertible, then so is A1 and (A1)-1 = (A-1)1 • 
(c) If R is not commutative, then (a) and (b) may be false. I 

I 
I 



2. RAN K A N D  EQ U I VALENCE 

2. A matrix (a,i) E MatnR is said to be 

(upper) triangular � aii = 0 for j < i; 
strictly triangular <=> aii = 0 for j < i. 
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Prove that the set of all diagonal matrices is a subring of MatnR which is (ring) 
isomorphic to R x · · · x R(n factors) . Show that the set T of all triangular 
matrices is a subring of MatnR and the set I of all strictly triangular matrices is 
an ideal in T. Identify the quotient ring T/1. 

3. (a) The center of the ring MatnR consists of all matrices of the form rln, where r is 
in the center of R. (Hint: every matrix in the center of MatnR must commute with 
each of the matrices Br.s, where Br.s has I R in position (r,s) and 0 elsewhere.] 
(b) The center of MatnR is isomorphic to the center of R. 

4. The set of all m X n matrices over R is a free R--module with a basis of mn ele
ments. 

5 .  A matrix A E MatnR is symmetric if A = A' and skew-symmetric if A = - At. 

(a) If A and B are [skew] symmetric, then A +  B is [skew] symmetric. 
(b) Let R be commutative. If A ,B are symmetric, then A B  is symmetric if and 

only if AB = BA. Also show that for any matrix B e MatnR, BBt and B + B' are 
symmetric and B - Bt is skew-symmetric. 

6. If R is a division ring and A,B E MatnR are such that BA = In, then AB = In and 
B = A-1• [Hint: use linear transformations.] 

7. Similarity of matrices is an equivalence relation on MatnR. Equivalence of ma
trices is an equivalence relation on the set of all m X n matrices over R. 

8. Let E'JF be finite dimensional (left) vector spaces over a field and consider the dual 
spaces to be left vector spaces in the usual way. If A is the matrix of a linea.r trans
formation f : E ----+ F, then At is the matrix of the dual map J : F* � E*. 

2. RAN K AN D EQU IVALENCE 

The main purpose of this section is to find necessary and sufficient conditions for 
matrices over a division ring or a principal ideal domain to be equivalent. One such 
condition involves the concept of rank. In addition, useful sets of canonical forms for 
such matrices are presented (Theorem 2.6 and Proposition 2 . 1 1 ). Finally, practical 
techniques are developed for finding these canonical forms and for calculating the 
inverse of an invertible matrix over a division ring. Applications to finitely generated 
abelian groups are considered in an appendix, which is not needed in the sequel . 

Defin ition 2.1. Let f : E ----+ F be a linear transformation of(left) vector spaces ocer a 
division ring D. The rank off is the dimension of lm f and the nullity off is the dimen
sion of Ker f. 

REMARK. If f : E ----+ F is as In Definition 2. 1 ,  then by Corollary IV.2.14., 
(rank f) + (nullity f) = dimnE. 
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If R is a ring with identity and n a positive integer y then Rn will denote the free 
R-module R ® ·  · · ffi R (n summands). The standard (ordered) basis of R"' consists of 
the elements e:1 = ( 1  R,O, . . . •  0), e:2 = (0, 1 n,O, . . .  , 0), . . .  , En = (0, . . .  , 0,1 n) . 

Defin ition 2.2. The row space [resp. column space] of an n X m matrix A over a ring 
R with identity is the submodule of the free left [resp. right] module Rm [resp. Rn] 
generated by the rows [resp. columns] of A considered as elements ofRm [resp. R0]. If 
R is a division ring, then the row rank [resp. column rank] of A is the dimension of 
the row [resp. column] space of A. 

Theorem 2.3. Let f : E --+ F be a linear transformation of finite dimensional left 
[resp. right] vector spaces over a division ring D. lf A is the matrix off relative to some 
pair of ordered bases, then the rank off is equal to the row [resp. column] rank of A. 

-, 
REMARK. "Row rank"' is replaced by "column rank" in the case of right vector 

spaces because of the definition of the matrix of a map of right vector spaces (p . 333). 

PROOF OF 2.3. Let A be the n X m {resp. nz X n] matrix of /relative to or-
dered bases U = { Ut , . . . •  un l of E and V = I v�, . . . , Vm } of F. Then under the usual 
isomorphism F � J)m given by .L riVi � (r., . . . , rm) the elements f(u.), . . .  ' f(u.n) 

i 
are mapped onto the rows [resp. columns] of A (considered as vectors in Dm). Since 
Im / is spanned by f(uJ), . . .  , f(un), Im f is isomorphic to the row [resp. column] 
space of A, whence the rank of /is equal to the row [resp. column] rank of A.  • 

We now digress briefly to prove that the row and column rank of a matrix over a 
division ring are in fact equal. This fact, which is proved in Corollary 2.5, is not 
essential for understanding the sequel since "row rank" is all that is actually used 
hereafter. 

Proposition 2.4. Any linear transformation f : E ------. F of finite dimensional left 
vector spaces over a division ring D has the same rank as its dual map f : F* ------. E* .  

The dual map is defined in  Theorem IV.4. 10. 

PROOF OF 2.4. Let rank f = r. By Corollary IV.2. 14 there is a basis 
X = l u., . . .  , Un l such that ( Ur+l , • • .  , Un } is a basis of Ker f and Yt = 
{ f(u.), . . .  , f(ur) l is a basis of Im f. Extend Y1 to a basis Y = { It =  f(uJ)y . . . ., tr = 
f(ur),lr+ b . . . , tm} of F. Consider the dual bases X* of E* and Y* of F* (Theorem 
IV.4.1 1 ). Verify that for each i = 1 .,2, . . .  , m, 

!-( -*)( ) _ · *(/( ·)) _ { ti*(ti) = Dii if j = 1 ,2, . . .  , r ; 
t, u1 - r.,_ u1 - * . . ti (0) = 0 If J = r + 1 ,r + 2, . . . , n. 

where Dii is the Kronecker delta. Consequently for each j = 1 ,  2, . . . ., n, 

f(ti*)(ui) = I o'ti . u't
_
*(ui) if i = 1 ,2 ,  . . .  , r 

0 If 1 - r + 1 ,r + 2,  . . . , m. 

j 
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Therefore, f(ri*) = ui* for i = 1 ,2, . . .  , r and J(ti*) = 0 for i = r + 1 ,  . . . , m. 
Im J is spanned by f(Y*) and hence by { u1*, . . .  , u,. * l .  Since { Ut *, . . .  , ur * l is a 
subset of X*, it is linearly independent in E*. Therefore { Ut *, . . . , ur * }  is a basis of 
Im ], whence rank J = r = rank f. • 

Corollary 2.5. If A is an n X m matrix over a division ring D, then row rank 
A = column rank A. 

PROOF. Let f : Dn ---+ Dm be a linear transformation of left vector spaces with 
matrix A relative to the standard bases. Then the dual map J of right vector spaces 
also has matrix A (Proposition 1 . 1  0). By Theorem 2.3 and Proposition 2 .4 row 
rank A = rank f = rank J = column rank A. • 

REMARK. Corollary 2.5 immediately implies that row rank A = row rank A' 
for any matrix A over a field. 

In view of Corollary 2.5 we shall hereafter omit the adjectives "row'' and 
"columnn and refer simply to the rank of a matrix over a division ring. 

In Theorem 2.6 below equivalent matrices over a division ring D will be char
acterized in terms of rank and in terms of the following matrices. If m,n are 
positive integers, then E� ·m is defined to be the n X m zero matrix. For each 
r (1 < r < min (n,m)), E; ·m is defined to be the n X m matrix whose first r rows are 
the standard basis vectors e�, . . . , €,. of nm and whose remaining rows are zero : 

En ,m _ - .  ,. 

! R 
0 

0 
0 

0 

0 0 
1 n 0 

. . . . . 

. 0 0 0 0 

. 
0 

. . . . . . . . 
0 . 0 . 0 . . 0 

0 ] R  0 
0 0 0 

. . . . . . 

. . 0 . . . 
. . 
. . 

0 
0 

0 
0 

0 

_ (lr 0) 
0 0 0 

Clearly rank E�·m = r. Furthermore if F,.·m is the matrix of an R-module homo
morphism f : E � F of free R-modules, relative to bases { u1, . . .  , un J of E and 
{ v., . . .  , Vm J of F, then 

f(ui) = 
{ Vi �f � _ 1 ,2, . . .  , r; 
0 tf 1 - r + 1 ,r + 2, . . .  , n. 

An immediate consequence of Theorem 1 .6 and Theorem 2.6 below is that every 
linear transformation of finite dimensional vector spaces has this convenient form 
for some pair of bases (Exercise 6). 

A set of canonical forms for an equivalence relation R on a set X is a subset C of X 
that consists of exactly one element from each equivalence class of R. In other words, 
for every x eX there is a unique c c: C such that x is equivalent to c under R. We now 
show that the matrices E; ·m form a set of canonical forms for the relation of equiva
lence on the set of all n X m matrices over a division ring. 



338 CHAPTER VI I LI NEAR ALG E B RA 

Theorem 2.6. Let M be the set of all n X m matrices over a dicision ring D and let 
A,B E M. 

(i) A is equivalent to E�l .m if and only if rank A = r. 
(ii) A is equil:a/ent to B if and only if rank A = rank B. 

(iii) The matrices E�·m (r = 1 ,2, . . .  , n1in (n,m)) constitute a set of canonical 
forms for the relation of equicalence on M. 

SKETCH OF PROOF. (i) A i s  the matrix of some linear transformation 
f : Dn � Dm relative to some pair of bases by Theorem 1 .2 .  If rank A = r, then 
Corollary IV.2. 1 4  impl ies that there exist bases U = t u., . . .  , un ) of Dn and 
V = I Ct., _ • •  , Vm J of Dm such that f(ui) = L"i for i = 1 ,2, . . . , r and f(ui) = 0 for 
i = r + I ,  . . . ., n. Clearly the matrix of /relative to U and V is E; . m .  Therefore A is 
equivalent to E; , m  by Theorem 1 .6. Conversely suppose A is equivalent to E; , m .  By 
Theorem 1 .6 there is a l inear transfonnation g : Dn � Dm such that A is the matrix of 
g relative to one pair of bases and E; ·m is the matrix of g relative to another pair of 
bases. Consequently., rank A = rank g = rank £;� , ?, = r· by Theorem 2.3 .  (ii) and 
(iii) are consequences of (i). • 

The fol lowing definition, theorem� and corol laries have a number of useful con
sequences, including practical methods for constructing : 

(i) canonica l forms under equivalence for matrices over a principal ideal do
main (Proposition 2. 1 1 ) ;  

(ii) the canonical forms E; ·m under equivalence for matrices over a division ring; 
(i i i) the inverse of an invertible matrix over a division ring (Proposition 2. 12). 

Proposition 2. 1 1 is used only in the proof of Proposition 4_ 9 below. The remainder of 
the material is independent of Proposition 2. 1 1  and is not needed in the sequel . 

We shall  frequently consider the rows [resp. columns] of a given n X m matrix 
over a ring R as being elements of Rm [resp. RnJ . We shall speak of adding a sca lar 
multiple of one row [resp. column] to another ; for example, 

Defin ition 2.7. Let t .... be a matrix over a ring R with identity. Euch of the fol/o��-·i:,;g 
is called an elementary row operation on A :  

(i) interchange two rows of A ;  

(ii) left multiply a row of A by a unit c e R; 
(iii) for r � R and i � j ,  add r times row j to row i. 

Elementary column operations on A are defined analogously (with left multiplication 
in (ii), (iii) replaced by right 1nultiplication). An n X n elementary (transformation) 
matrix is a matrix that is obtained by pe1jorming exactly one elementary row (or 
column) operation on the identity matrix In . 

Theorem 2.8. Let A be an n X m matrix over a ring R with identity and let En 
[resp. Ern] be the elementary matrix obtained by performing an elementary row [resp. 
column] operation T on In  [resp. Im] . Then EnA [resp . AEn.] is the matrix obtained by 
per forming the operation T on A. 

PROOF. Exercise . • 
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Corollary 2.9. EL,ery n X n elementary n1atrix E over a ring R with identity is in
vertible and irs inverse is an e/en1enrary matrix. 

SKETCH OF PROOF. Verify that Ir.. may be obtained from E by performing a 
single elementary row operation T. If F is the elementary matrix obtained by per
forming T on In , then FE = In by Theorem 2.8. Verify directly that EF = In . • 

Corollary 2.10. /f B is rhe n1atrix obtained jro1n an n X m n1atrix A over a ring R 
with identity by perfonning a finite sequence of elementary row and column operations, 
rhen B is equivalent to A. 

PROOF. Since each row [column] operation used to obtain B from A is given by 
left [right] multiplication by an appropriate elementary matrix (Theorem 2 .8),  we 
have B = (Ep · · - £1)A{F1 • • · Fq) = PA Q with each Ei Fi an elementary matrix and 
P = EP · . ·E., Q = F. · · · Fq. P and Q are products of invertible matrices (Corollary 
2.9) and hence invertible. • 

We now consider canonical forms under equivalence of matrices over a principal 
ideal domain R. The rank of a free module over R is a well-defined invariant by 
Corollary IV.2. 1 2. Since every submodule of a free R-module is free (Theorem 
IV.6. 1 ), we may define the rank of a homomorphism f : E -+  F of free R-modules to 
be the rank of Im /. Similarly the row rank of a matrix A over R is defined to be the 
rank of the row space A (sec Definition 2.2). The proof of Theorem 2.3 is easily seen 
to be valid here, whence the rank of a mai} f of finitely generated free R-modules is 
the row rank of any matrix of /relative to some pair of bases. Consequently, if A is 
equivalent to a matrix B, then row rank A = row rank B. For A and B are matrices 
of the same homomorphism f : Rn -+ Rm relative to different pairs of bases by Theo
rem 1 .6, whence row rank A = rank f = row rank B. Here is the analogue of Theo
rem 2.6 for matrices over a principal ideal domain. 

Proposition 2.11. If A is an n X m matrix of rank r > 0 over a principal ideal do

main R, then A is equivalent to a matrix of the form (�r �). where L is an r X r 
diagonal matrix with nonzero diagonal entries d1, . . . , dr such that dt I d2 l · · · I dr. The 
ideals (d1), • • •  , (dr) in R are uniquely determined by the equivalence class of A. 

REMARKS .. The proposition provides sets of canonical forms for the relation of 
equivalence on the set of n X m matrices over a principal ideal domain (Exercise 5). 
If R is actually a Euclidean domain, then the following proof together with Exercise 7 

and Theorem 2.8 shows that the matrix (�' g) may be obtained from A by a 
finite sequence of elementary row and column operations. 

SKETCH OF PROOF OF 2.11.  (i) Recall that a,b c: R are associates if a I b 
and b I a. By Theorem 111 .3 .2  a anci b are associates if and only if a = bu with u a 
unit. We say that c c: R is a proper divisor of a c: R if c I a  and c is not an associate of a 
(that is� a.f c). By a slight abuse of language we say that two proper divisors Ct and c2 
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of an element a are distinct if Ct and c2 are not associates. Now R is a unique fac
torization domain by Theorem 111 .3.7. If a = pf1p;2 • • •  p;t (Pi distinct irreducibles 
and each ni > 0), then every divisor of a is an associate of an element of the form 
p�1p� . . .  p�t with 0 < k1 < ni for each i. Consequently a nonzero element of R 
has only finitely many distinct proper divisors. 

(ii) If a and b are nonzero elements of R, let c be their greatest common divisor. 
By Definition 111.3. 10  and Theorem 111 .3 . 1 1 there exist r,s e R such that ar + bs = c, 
ca. = a and cb. = b, whence a1r + b.s = I R and hat - abt = 0. Consequently the 
m X m matrix 

r - b. 
T =  s a1 0 

0 

is invertible with inverse 
·, 

Gt b. 
r-1 = 0 

- s r 
0 

If the first row of A is (a,b,ata, . . .  , atn1), then A is equivalent to AT = I nAT, whose 
first row is (c ,O,a13, . . .  , a1m ). If the first column1 of A is (a,d,a3�, • • •  , ant)t, then an 
analogous procedure yields an invertible matrix S such that A is equivalent to SA 
and SA has first column (e,O,aa., . . .  , aTit)t, where e is the greatest common divisor of 
a and d. A matrix such as S or T is called a secondary matrix. 

(iii) Since A ¢ 0 a suitable sequence of row and column interchanges and multi
plications on the right by secondary matrices changes A into a matrix A1 which has 
first row (at,O,O, . . .  , 0) with at � 0. A is equivalent to At by (ii) and Corollary 2. 10 .  

(iv) If a. divides all entries in the first column of At., then a finite sequence of 
elementary row operations produces a matrix B of the form 

B =  

, 

which is equivalent to At, and hence to A, by Corollary 2. 10. 
(v) If a. does not divide some first column entry b of A., then a sequence of row 

and column interchanges and multiplications on the left by secondary matrices 
changes A .  into a matrix A2 which has first column (a2,0,0, . . . , 0)' with a2 a common 
divisor of a. and b (see (ii)). Note that A2 may well have many nonzero entries in the 

1For typographical convenience we shall frequently write an n X I column vector as the 

transpose of a 1 X n row vector; for example, (::) = (a,a,)'. 
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first row. However since a2 l a�, a2 l b and a.{'b, a2 is a proper divisor of a1 by (i). A2 
is equivalent to At, and hence to A, by (ii) and Corollary 2 . 1  0. 

(vi) If a2 divides every entry in the first row of A2 then a sequence of elementary 
column operations produces a matrix equivalent to A and of the same general form 
as B above. 

(vii) If a2 fails to divide some entry k in the first row of A2, then repeat (iii) and 
obtain a matrix A3 which is equivalent to A and has first row (a3�0,0, . . .  , 0) with a3 a 
common divisor of o2 and k.  Aa  may have nonzero entries in its first column. But 
since a3 1 a2., a3 l k and a:!.{ k,  oa is a proper divisor of o'2 by (i) . Furthermore, a2 and a3 
are distinct proper divisors of a. by (v). A a is equivalent to A2., and hence to A, by (ii) 
and Corollary 2. 10. 

(viii) Since a1 has only finitely many distinct proper divisors, a finite number of 
repetitions of (iii)-(vii) must yield a matrix C which is equivalent to A and has 
the form 

C =  

with s. � 0. 

(ix) If s. does not divide some Cij., add row i to row 1 and repeat (iii)-(viii) . The 
result is a matrix D that is equivalent to A, has the same general form as the matrix C 

above, and has for its (1 , 1 )  entry an element s2 which is a common divisor of s. and 
Cii and a proper divisor of St. 

(x) If s2 does not divide every entry in D, then a repetition of (ix) yields a matrix 
that is equivalent to A, has the same general form as C and has (1 , 1 )  entry S3 such that 
S3 is a proper divisor of s2� whence s2 and S3 are distinct proper divisors of s • • Since 
s1 has only finitely many distinct proper divisors, a finite number of repetitions of 
this process produces a matrix that is equivalent to A,  has the same general form as 
C, and has a ( I  , 1 )  entry which divides al1 other entries of the matrix. 

(xi) Use induction and (x) to show that A is equivalent to a diagonal matrix 

F (Lr 0) . • f · b · 

= 0 0 
as tn the statement of the theorem. Stnce the rank o F Is o vtously 

r, the rank of A is r by Theorem 2.6. 
(xii) (uniqueness) Let A and F be as in (xi), with d. , . . .  , dr, the diagonal ele

ments of Lr. Suppose M is a matrix equivalent to A (so that rank M = r) and N is a 
. 

. I M f h � (L/ 0) . 
d

. . matnx equtva ent to o t e 1orm 
0 0 

where Lr' IS an r X r tagonal matnx 

with nonzero diagonal entries ki such that k1 I k2 I ·  · - I  kr . By Theorem 1 .2 F is the 
matrix of a homomorphism f : Rm ---+ Rn relative to bases { Ut, • • •  , U11 } of Rn and 
{ v. , . . . , Vm l of Rm. Consequently, f(ui) = divi for i = 1 ,2, . . .  , r and f(ui) = 0 for 
i = r + 1 ,  . . .  , n, whence lm f = Rd1v1 ® ·  · · ffi Rdrvr. By the analogue for 
modules of Corollary 1.8 . 1 1 ,  Rmflm f "- Rv.fRd1v1 Ef> · · · Ef> Rv,./Rdrvr EB Rvr+ t 
Ef> · · · Ef> Rv, ..._ R/(d1 ) E9 · · · Ef> R/(dr) ffi R ffi · · · ffi R (m summands; 
d1 ld2 I ·  · · I  dr). Since F is equivalent to N by hypothesis, Theorem 1 .6 implies that N 
is the matrix off relative to a different pair of bases. A repetition of the preceding 
argument then shows that Rm/Jm f "- R/(kl) Ef> · · · <f) R/(kr) ffi R <f) · · · ffi R 
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(m summands; kt lk2 1 ·  • · lk,). The structure Theorem IV.6. 1 2  for modules over a 
princioal ideal domain implies that (d;) = (k,) for i = 1 ,2, . . .  , r. • 

A simplified version of the techniques used in the pr�of of Proposition 2.1 1  may 
be used to obtain the canonical form E;·m of an n X m matrix A over a division ring 
D. If A = 0 = ,e;·m, there is nothing to prove. If aii is a nonzero entry in A, then 
interchanging rows i and 1 and columns j and 1 moves tlii to position (1 ,1  ). Multi
plying row 1 by aii-1 yields a matrix with first row of the form (1R,c2, • • •  , em). Sub
tract suitable multiples of row 1 [resp. co1umn 1 ]  from each subsequent row [resp. 
column] and obtain a matrix of the form : 

If every Cij = 0, we are done. If some cii '# 0, then we may repeat the above proce
dure on the (n - 1) X (m - I )  submatrix (ci1). Since row [column] operations on 
rows 2, . . .  , n [columns 2, . . .  , 1n] do not affect the first row or column, we obtain 
a matrix 

I R 0 
0 lR 
0 0 

0 
0 
daa 

. . . 
0 
0 
d3m 

0 0 dn3 dnm 

Continuing this process eventually yields the matrix E;·m for some r. By Corollary 
2. 10 A is equivalent to E; ·m, whence r = rank A and E; ·m is the canonical form of A 
under equivalence by Theorem 2.6. 

A modified version of the preceding technique gives a constructive method for 
finding the inverse of an invertible matrix, as is seen in the proof of: 

Pro position 2.12. The following conditions on an n X n matrix A over a division 
ring D are equivalent: 

(i) rank A = n; 
(ii) A is equivalent to the identity 1natrix In ; 

(iii) A is invertible; 
(iv) A is the product of elementary transfonnation matrices. 

SKETCH OF PROOF. (i) <=> (ii) by Theorem 2.6 since £:·n = ln. (i) ==> (iii) 
The rows of any matrix of rank n are necessarily linearly independent (see Theorem 
IV.2.5 and Definition 2.2.) Consequently, the first row of A = (aii) is not the zero 
vector and ati '# 0 for some j. Interchange columns j and 1 and multiply the new 
column I by a11 -t_ Subtracting suitable multiples of column I from each succeeding 
column yields a matrix 
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B =  

B is equivalent to A by Corollary 2. 10. Assume inductively that there is a sequence of 
elementary column operations that changes A to a (necessarily equivalent) matrix 

C =  

For some j > k, cki � 0 since otherwise row k would be a linear combination of 
rows I ,2, . . .  , k - 1 .  This would contradict the fact that rank C = rank A = n by 
Theorem 2.6. Interchange columns j and k, multiply the new column k by cki-1 and 
subtract a suitable multiple of column k from each of columns 1 ,2, . . .  , k - 1 ,  
k + I ,  . . .  , n. The result is a matrix D that is equivalent to A (Corollary 2 . 10): 

0 

D =  

This completes the induction and shows that when k = n, A is changed to In by 
a finite sequence of elementary column operations. Therefore by Theorem 2.8 
A(F1F2 · · · F,) = In with each Fi an elementary matrix. The matrix F1F2 · · · Ft is a two
sided inverse of A by Exercise I .  7, whence A is invertible. Corollary 2.9 and the fact 
that A = F,-1 • • • F2-1F1-1 show that (i) => (iv). (iii) => (i) by Lemma 1 .5 and Theo
rem 2.3. (iv) � (iii) by Corollary 2.9. • 

REMARK. The proof of (i) => (iii) shows that A-1 = FtF2 • • · Fe is the matrix ob
tained by performing on In the same sequence of elementary column operations used 
to change A to In· As a rule this is a more convenient way of computing inverses than 
the use of determinants (Section 3) . 

APPEN DIX: ABELIAN GROUPS DEFI N ED BY GEN ERATORS 
AN D RELATIONS 

An abelian group G is said to be the abelian group defined by the generators 
a�, . . .  , am (ai € G) and the relations 
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rua1 + r12a2 + · · · + r1mam = 0, 
r21a1 + r22a2 + · · · + r2mam = 0, 

(rii E Z) provided that G ro...- F I K, where F is the free abelian group on the set 
t a1, . . .  , am } and K is the subgroup of F generated by ht = rua1 + · · · + rtmam, 

b2 = r21a1 + · · · + r2mam , . . .  , bn = rn1a1 + · · · + rnmam . Note that the same 
symbol ai denotes both an element of the group G and a basis element of the free 
abelian group F (see Theorem 11. 1 . 1 ) .  This definition is consistent with the concept 
of generators and relations discussed in Section 1.9 (see Exercise 10) . 

The basic problem is to determine the structure of the abelian group G defined by 
a given finite set of generators and relations. Since G is finitely generated, G is 
necessarily a direct sum of cyclic groups (Theorem 11 .2. 1). We shall now determine 
the orders of these cyclic summands. 

Let G be the group defined by generators a�, . . .  , am and relations L ri1a1 = 0 
1 

as above. We shall denote this situation by the n X m matrix A = (ri1) . The rows of 
A represent the generators b�, . . .  , bn of the subgroup K relative to the ordered basis 
I a1, . . .  , am I of F. We claim that elementary row and column operations performed 
on A have the following effect. 

(i) If B = (sii) is obtained from A by an elementary row operation, then the 
elements Ct = Snat + · · · + StmOm, . . .  , Cn = Sn1a1 + · · · + SnmOm of F (that is, the 
rows of B) generate the subgroup K. (Exercise 1 1  (a)). 

(ii) If B = (si1) is obtained from A by an elementary column operation, then 
there is an easily determined basis { at' , . . . , a,n' }  of F such that hi = Sitat' + si2a2' + 
· · · + s���,am' for every i (Exercise 1 1  (b), (c)). 

If K � 0, then by Proposition 2. 1 1  and Exercise 7, A may be changed via a finite 
sequence of elementary row and column operations, to a diagonal matrix 

d. 

0 

0 
0 0 

such that di � 0 for all i and d1 I d2 I d3 I · · · I dr. In other words a finite sequence of 
elementary operations yields a basis t u., . . . , um J ofF such that { dtu1,d2u2, . . . , d,ur } 
generates K. Consequently by Corollary 1 .8 . 1 1  

G ro...- F / K ro...- (Zu1 EB · · · EB Zum)/(ZdtUl E8 · · · E8 ZdrUr EB 0 EB · · · ffi" 0) 

r-..J Zj d1Z ffi · · · E8 Z/ drZ ffi Z/0 ffi • · · EB Z/0 

!"'./ zdl E8 . . .  ffi zdr ffi z ffi . . .  EB Z, 

where the rank of (Z ffi ·  · · ffi  Z) is m - r and d. I d2 l · · · I dr (see Theorem 11.2.6). 
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EXAMPLE. Determine the structure of the abelian group G defined by genera
tors a,b,c and relations 3a + 9b + 9c = 0 and 9a - 3b + 9c = 0. Let F be the free 
abelian group Za + Zb + Zc and K the subgroup generated by b1 = 3a + 9b + 9c 
and b2 = 9a - 3b + 9c. Then G is isomorphic to F I K and we have the matrix 

A =  (3 9 9) 9 - 3  9 . 
We indicate below the various stages in the diagonalization of the matrix A by ele
mentary operations ; (sometimes several operations are performed in a single step). 
At each ·stage we indicate the basis of F and the generators of K represented by the 
given matrix ;  (this can be tricky ; see Exercise 1 1) .  

Matrix 

(� 9 :) - 3  

G 0 :) - 30 

(� 0 
- 1�) - 30 

(� 0 - t�) - 30 

(� 0 
3�) 1 8  

(� 0 

� �) 1 8  

(� 0 

��) 6 

(� 0 �) 6 

Ordered basis of F 
a; b; c 

a +  3b·  b ·  c ' ' 

a + 3b + 3c ; b ;  c 

a + 3b + 3c; b;  c 

a + 3b + 3c; c;  h 

a + 3b + 3c; c + b; b 

a + 3b + 3c; c + b; 
b + (c + b) 

a +  3b + 3c ; 5b + 3c; 
2b + c 

Generators of K, expressed as 
linear combinations of this basis 

b1 = 3a + 9b + 9c 
b2 = 9a - 3b + 9c 

bt = 3(a + 3b) + 9c 
b2 = 9(a + 3b) - 30b + 9c 

bt = 3(a + 3b + 3c) 
b2 = 9(a + 3b + 3c) - 30b - 1 8c 

bt = 3{a + 3b + 3c) 
b2 - 3b1 = - 30b - 1 8c 

b1 = 3(a + 3b + 3c) 
-(b2 - 3bt) = 1 8c + 30h 

b1 = 3(a + 3b + 3c) 
-b2 + 3bt = 1 8{c + b) +  l2b 

b1 = 3(a + 3h + 3c) 
-b2 + 3bt = 6(c + b) + 12(2b + c) 

bt = 3(a + 3b + 3c) 
- b2 + 3bt = 6(5b + 3c) 

Therefore G "-! F I K "-! ZI3Z EB ZI6Z EB ZIOZ "-! z3 EB z6 EB z. If v E G is the 
image of v + K t; F/K under the isomorphism F/K "'G, then G is the internal direct 
sum of a cyclic subgroup of order three with generator a + 3b + 3c, a cyclic sub
group of order six with generator 5b + 3c, and an infinite cyclic subgroup with 
generator 2b + c. 

EX E R C I S E S  
1 .  Let J, g : E � E, h : E � F, k : F � G be linear transformations of left vector 

spaces over a division ring D with dimnE = n ,  dimnF = m, dimn G = p. 
(a) Rank ( /+ g) < rank f + rank g. 

(b) Rank (kh) < min { rank h, rank k } .  
(c) Nullity klz < nullity h + nullity k.  
(d) Rank f + rank g - n < rank fg < min { rank J, rank g } . 



346 CHAPTE R VI I LI N EAR ALGEBRA 

(e) Max { nullity g, nullity h} < nullity hg. 
(f) If m :;e n, then (e) is false for h and k. 

2. An n X m matrix A over a division ring D has an m X n left inverse B (that is, 
BA = lm) if and only if rank A = m. A has an m X n right inverse C (with 
AC = In) if and only if rank A = n .  

3 .  If (Cit,Ci2 " · · Cim) i s  a nonzero row of a matrix (cii), then its leading entry is Cit 
where t is the first integer such that Cit :;C 0. A matrix C = (cii) over a division 
ring D is said to be in reduced row echelon form provided: (i) for some r > 0 the 
first r rows of C are nonzero (row vectors) and all other rows are zero;  (ii) the 
leading entry of each nonzero row is 1 n ; (iii) if ci; = 1 n is the leading entry of 
row i, then cki = 0 for all k :;C i; (iv) if Ct ii,c2i2, • • •  , Crir are the leading entries of 
rows 1 ,2, . . . , r, then /t < J2 < · · · < jr. 

(a) If C is in reduced row echelon form, then rank C is the number of nonzero 
rows. 

(b) If A is any matrix over D, then A may be changed to a matrix in reduced 
row echelon form by a finite sequence of elementary row operations .  

4. (a) The ·system of n linear equations in 1n unknowns xi over a field K 

has a (simultaneous) solution if and only if the matrix equation AX = B has a 
solution X, where A is the n X m matrix (aii), X is the m X 1 column vector 
(x1x2 · · · Xm)t and B is the n X 1 column vector (b1b2 · · · b71)L. 

(b) If A�,Bt are matrices obtained from A,B respectively by performing the 
same sequence of elementary row operations on both At and B. then X is a solu
tion of AX = B if and only if X is a solution of AtX = B1 . 
(c) Let C be the n X (m + 1)  matrix 

Then AX = B has solution if and only if  rank A = rank C. In this case the solu
tion is unique if and only if rank A = m. [Hint: use (b) and Exercise 3 .] 
(d) The system AX = B is homogeneous if B is the zero column vector. A 
homogeneous system AX = B has a nontrivial solution (that is, not all x1 = 0) 
if and only if rank A < m (in particular, if n < m). 

5 .  Let R be a principal ideal domain. For each positive integer r and sequence of 
nonzero ideals /1 => /2 => · · · => lr choose a sequence d�, . . .  , dr e R such that 
(d1) = I; and d1 I d2 I ·  · · I  dr. For a given pair of positive integers (n,m), let S be 

the set of all n X m rna trices of the form ( �, g), where r = 1 ,2, . . . , min (n,m) 
and Lr is an r X r diagonal matrix with main diagonal one of the chosen se-
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quences d1, . . .  , dr. Show that S is a set of canonical forms under equivalence 
for the set of all n X m matrices over R. 

6. (a) If f : E � F is a linear transformation of finite dimensional vector spaces 
over a division ring, then there exist bases { u1, . . . , Un } of E and { v�, . . .  , vm } of 
F and an integer r (r < min (m,n)) such that f(ui) = vi for i = 1 ,2, . . .  , r and 
f(ui) = 0 for i = r + 1 ,  . . .  , n .  
(b) State and prove a similar result for free modules of finite rank over a 
principal ideal domain [see Proposition 2. 1 1 ] .  

7.  Let R be a Euclidean domain with "degree function" ¢ :  R - { 0 } � N 
(Definition 111.3.8). (For example, let R = Z). (a b) . . 

h 
. 

(a) If A = c d 
Is a 2 X 2 matnx over R t en A can be changed to a diagonal 

matrix D by a finite sequence of elementary row and column operations. [Hint:  
If a :;e 0, h :;e 0, then h = aq + r with r = 0, or r :;e 0 and ¢(r) < ¢(a). 
Performing suitable elementary column operations yields : 

(� �) --> (; � = ;:) = (� :) --> (: ;)
. 

Since cf>(r) < cf>(a), repetitions of this argument change A to B = (: �) with 

¢(s) < ¢(a) if s :;e 0. If u :;e 0, a similar argument with rows changes B to 

C = ( � �) with c/>(t) < cf>(s) < </>(a} if t � 0; (and possibly w � 0). Since 

the degrees of the ( 1 ,  1 )  entries are strictly decreasing, a repetition of these argu-

ments must yield a diagonal matrix D = ( g' �J after a finite number of steps.] 

(b) If A is invertible, then A is a product of elementary matrices. [Hint: By (a) 
and the proof of Corollary 2 . 10 D = P A Q with P, Q invertible, whence D is in-

. 1 · · 

h 
(d1 0 ) ( 1 R 0 ) 1 

vertlb e and d�,d2 are units In R. T us A = P-1 
0 1 R  0 d2 

Q- ; use 

Corollary 2.9.] 
(c) Every n X m secondary matrix (see the proof of Proposition 2. 1 1 ) over a 

Euclidean domain is a product of elen1entary matrices. 

8. (a) An invertible matrix over a principal ideal domain is a product of elementary 
and secondary matrices. 
(b) An invertible matrix over a Euclidean domain is a product of elementary 
matrices [see Exercise 7]. 

9. Let n�, n2, . . . , nt, n be positive integers such that n1 + n2 + · · · + n, = n and 
for each i let Mi be an ni X ni matrix. Let M be the n X n matrix 

0 .. 
0 

M, 
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where the main diagonal of each M, lies on the main diagonal of M. For each 
permutation u of { 1 ,2, . . .  , t } ,  M is similar to the matrix 

Mat 
Ma2 0 

uM = 

0 
Mat 

0 Ina 0 lnt 
[Hint: [f t = 3, u = (1 3), and P = ln2 , then p-t = ln2 and 

ln1 0 ln3 0 
PMP- 1 = aM. In the general case adapt the proof of results 2.8 -2. 10.] 

1 0. Given the set { a., . . .  , � I and the words Wt, w2, • • •  , wT (on the a1), let F* be the 
free (nonabelian multiplicative) group on the set { a. ,  . . .  , an } and let M be the 
normal subgroup generated by the words w�, w2, . . .  , wr (see Section 1.9). Let N 
be the normal subgroup generated by all words of the form aiaiai-1ai-1 • 

(a) F* I M is the group defined by generators { at, . . .  , an l and relations 
{ w1 = W2 = · · · = wr = e }  (Definition 1.9.4). 

(b) F*/ N is the free abelian group on { a1, . . . , an } (see Exercise 11. 1 . 1 2). 
(c) F* /(M V N) is (in multiplicative notation) the abelian group defined by 

generators I a., . . .  , an } and relations { w1 = w2 = · · · = Wr = e I (see p .  343). 
(d) There are group epimorphisms F* � F*/ N � F*/(M V N). 

1 1 .  Let F be a free abelian group with basis { a�, . . .  , am } .  Let K be the subgroup of 
F generated by b. = rual + . . . + Ttmam, . . .  , bn = rnlal + . . .  + TnmOm (rij e Z). 

(a) For each i, both { b�, . . •  , bi-t, - bi,bi+h . . .  , bn } and { bt, . . .  , bi-t,bi + rb;, 
bi+h . . .  , bn l (r e Z; i � j) generate K. [See Lemma 11. 1 .5.] 

(b) For each i { a. ,  . . .  , ai_. ,- ai,ai+h . . .  , an } is a basis of F relative to which 
bi = ri1a1 + · · · + ri,i-lai-1 - r;i( -ai) + ri.i+tai+l + : . · + r;mam. 

(c) For each i andj � i { a. ,  . . .  , a1_t,ai - ra;,,ai+t.. . . .  , am } (r e Z) is a basis 
of F relative to which bk = rk1a1 + · · · + rk.i-tai-t + (rki + rrk;)ai + rk,i+tlli+t + 
· · · + rk. 1-Iai-1 + rklai - rai) + Tk,i+lai+l + · · · + Tkmam. 

1 2. Determine the structure of the abelian group G defined -by generators { a,b I and 
relations 2a + 4b = 0 and 3b = 0. Do the same for the group with generators 
{ a,b,c,d} and relations 2a + 3b = 4a • 5c + 1 1  d = 0 and for the group with 
generators { a,b,c,d,e } and relations 
{ a  - 7b + 14d - 21c  = 0 ;  5a - 7b - 2c + 1 0d - 1 5e = 0;  3a - 3b - 2c + 
6d - 9e = 0;  a - b + 2d - 3e = 0 } . 

3. DETERM I NANTS 

The determinant function MatnR � R is defined as a particular kind of R-multi
linear function and its elementary properties are developed (Theorem 3.5). The re
mainder of the section is devoted to techniques for calculating determinants and the 
connection between determinants and invertibility. With minor exceptions this rna-
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terial is not needed in the sequel. Throughout this section all rings are commutative 
with identity and all modules are unitary. 

If B is an R-module and n > 1 an integer, Bn will denote the R-module 
B EB B EB · · · EB B (n summands). Of course, the underlying set of the module Bn is 
just the cartesian product B X · · ·  X B. 

Defin ition 3.1. Let B1, . • .  , Bn and C be modules over a comrt�utative ring R with 
identity. A function f :  B1 X ·  · · X  Bu -----+ C is said to be R-multHinear if for each 
i = 1 ,2, . . . , n and all r,s e R, bi e Bi and b,b' e Bi : 

f(b., . . .  , bi_�,rb + sb' ,bi+I , . . .  ' bn) = rf(b� ,  . .  0 ' bi_. ,b,bi+h . . .  ' bn) + 
sf(bl, . . .  ' bj_�,b' ,bi+h . . . , bn). 

JfC = R, then f is called an n-linear or R-multilinear form. If C = R and B1 = B2 
= · · · = Bn = B, then f is called an R-multilinear form on B. 

The 2-Iinear functions are usually called bilinear (see Theorem IV.5 .6). Let B and 
C be R-modules and f : Bn -----+ C an R-multilinear function. Then /is said to be sym
metric if 

/(bah . . . , ban) = f(b�, . . . , bn) for every permutation a e Sn, 

and skew-symmetric if 

f(ba., . . . , ban) = (sgn a) f(bt, . . .  , bn) for every a e Sn. 

f is said to be alternating if 

f(b�, . . .  , bn) = 0 whenever hi =- bi for some i � j. 

EXAMPLE. Let B be the free R-module R ffi R and let d : B X B -----+ R be de
fined by ((au,at2),(a2�,a22)) � aua22 - a12 a21 ·  Then d is a skew-symmetric alternating 
bilinear form on B. If one thinks of the elements of B as rows of 2 X 2 matrices over 
R, then d is simply the ordinary determinant function. 

Theorem 3.2. lfB and C are modules over a commutative ring R with identity, then 
every alternating R-multilinear function f : Bn � C is skew-symmetric. 

SKETCH OF PROOF. In the special case when n = 2 and a =  (1 2), we have: 

0 = f(bl + b2,bt + b2) = f(b.,bt) + f(b�,b2) + f(b2,bl) + f(b2,b2) 
= 0 + f(bt,b2) + /(b2,bl) + 0, 

whence /(b2,b1) = -f(b�,b2) = (sgn u) /(bt ,b2) . In the general case, show that it 
suffices to assume u is a transposition. Then the proof is an easy generalization of 
the case n = 2.  • 

Our chief interest is in alternating n-linear forms on the free R-module Rn. Such a 
form is a function from (Rn)n = R" E8 · · · E8 Rn (n summands) to R. 
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Theorem 3.3. lfR is a commutative ring with identity and r e R, then there exists a 
unique alternating R-multilinear form f : (Rn)n � R such that f(et,e2, . . . , en) = r, 
where { E1, • • •  , En } is the standard basis ofR". 

REMARK. The standard basis is defined after Definition 2. 1 .  The following 
facts may be helpful in understanding the proof. Since the elements of R" may be 
identified with 1 X n row vectors, it is clear that there is an R-module isomorphism 
(Rn)"ll r-...� MatnR given by (X� ,X2, • . .  , Xn) � A, where A is the matrix with rows 
x�,x2, . . . , X'tl. If { et, . . . , En } is the standard basis of Rn, then (e.,e2, . . .  ' en) � In 
under this isomorphism. Thus the multilinear form /of Theorem 3.3 may be thought 
of as a function whose n arguments are the rows of n X n matrices. 

PROOF OF 3.3. (Uniqueness) If such an alternating n-linear form /exists and 
if (X., . . .  , Xn) E (Rn)n, then for each i there exist llii E R sucl) that Xi = (aii,ai2, • • •  , ain) 

n 
= L ai1e1• (In other words, under the isomorphism (R't)n ro.,.; MatnR, (X., . . .  , Xn)� 

i = l  
(ai1).) Therefore by multilinearity, 

f(X., . . .  , Xn) = t<L alileil' L a2i2Ef-.., • • . , L Gnine1n) 
)l J2 Jn 

= L L . .
. L alita212 . . . Gninf(Ejuei2, . . .  , Ein). 

)l ]2 Jn 

Since fis alternating the only possible nonzero terms in the final sum are those where 
j�,j2, . . .  , in are all distinct ; that is, {j�, .--. .  , jn } is simply the set { 1 ,2, . . . , n }  in some 
order, so that for some permutation u E Sn, (j1, • • • , jn) = (u1 , . . . , un). Conse-
quently by Theorem 3 .2, 

f(X., . . . , Xn) = L a1ula2a2 . . . anan /(Eut,Eu2t . . . , ean) 
ueSn 

= L (sgn u )alul . . . anan f( EI,E2, . . .  , En). 
uESn 

Since /(e., . . . , En) = r, we have 

f(X., . . .  ' Xn) = L (sgn u)ra1a1a:.!a2 . . . anun • 

ueSn 

-

(1) 

Equation (1)  shows that f(X., . . .  , Xn) is uniquely determined by X., . . .  , Xn and r. 
(Existence) It suffices to define a function f : (R")n � R by formula ( 1 }  (where 

Xi = (ai. , . . . , Gin)) and verify that f is an alternating n-linear form with 
/(E. , . . .  , en) = r. Since for each fixed k every summand of L (sgn u)ra1a1 · · · antm 

trESn 

contains exactly one factor aii with i = k,  it follows easily that fis R-multilinear. 
n 

Since ei = L oi1e1 (Kronecker delta), /(e1, • • •  , en) = r. Finally we must show that 
i = l 

f(Xt, . . .  , Xn) = 0 if Xi = X1 and i ¢ j. Assume for convenience of notation that 
i = l , j  = 2. If p = (1 2), then the map An � Sn given by a r-+ up is an injective func
tion whose image is the set of all odd permutations (since u even implies ap odd and 
j A,L j = ISnl/2). Thus Sn is a union of mutually disjoint pairs { u,up } with u E An. If u is 
even, then the summand of f(X.,X.,X3� • • •  , Xn) corresponding to u is 
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Since Xt = X2, a1a1 =- :__:zat, and a2a2 = a1cr2, whence the summand corresponding to 
the odd permutation up is : 

-ralapla2CTP2Q3ap3 • • " tlnapn = -Tata2il2qta3a3 • 
• • ancrn 

= -TatCTla2cr2il3CT3 • • 

• QnCTn• 

Thus the summands of f(Xt,Xt,X3, . . .  , Xn) cancel pairwise and 

f(Xt,X�,X3, . . . , Xn) = 0. 

Therefore fis alternating. • 

We can now use Theorem 3 .3 and the Remark following it to define determinants. 
In particular, we shall frequently identify MatnR and (R")" under the isomorphism 
(given in the Remark), which maps (E., . . . , En) � ln. Consequently, a multilinear 
form on MatnR is an R-multilinear form on (R")" whose arguments are the rows of 
n X n matrices considered as elements of Rn. 

Defin ition 3.4. Let R be a commutative ring with identity. The unique alternating 
R-multilinear form d :  MatnR � R such that d(In) = lR is called the determinant 
function on MatnR.  The determinant of a matrix A E MatnR is the element d(A) E R 
and is denoted IA I .  

Theorem 3.5. Let R be a commutative ring with identity and A,B E MatnR.  

(i) Every alternating R-multilinear form f on MatnR is a unique scalar multiple of 
the determinant function d. 

(ii) If A = (aij), then IA I  = L (sgn u)atala2a2 " . .  anan· 
crcS.,.. 

(iii) lAB ! = IA I I BI .  
(iv) If A is invertible in MatnR, then /AI is a unit in R.  
(v) If A and B are similar, then JA I  = JB [ .  
(vi) lA tl = I A I .  
(vii) If A = (aiJ) is triangular, then IA I = aua22 · · · ann· 
(viii) /fB is obtained by interchanging two rows (columns] of A, then IB I  = - IA J .  

IfB is obtained by multiplying one row [column] of A by r � R,  then IB I  = r JA [ . /fB is 
obtained by adding a scalar multiple of row i [column i] to row j [column j ] (i ¢- j), then 
IBJ = /A / . 

SKETCH OF PROOF. (i) Letf(ln) = r e R. Let d be the determinant function. 
Verify that the function rd : MatnR ----. R given by A I___, riA I = rd(A) is also an 
alternating R-multilinear form on Mat.,.R such that rd(ln) = r, whence f = rdby the 
uniqueness statement of Theorem 3.3 .  The uniqueness of r follows immediately. 

(ii) is simply a restatement of equation { 1 )  in the proof of Theorem 3 .3 .  (iii) Let B 
be fixed and denote the columns of B by Y� ,Y2, . . . , Yn . If C is any n X m matrix with 
rows X�, . . . , X:t, then the (i,j) entry of CB is precisely the element (l X I matrix) 
XilJ· Thus the ith row of CB is (X,YhX;Y2, • • •  , XiYn). Use this fact to 
verify that the map MatnR --+ R given by Ct--!CBj is an alternating R-multilinear 
form jon MatnR. By (i) f = rd for some r E R. Consequently, JCBI = f(C) = rd(C) 
= r J CI . In particular, IBI = llnBI = rlln / = r, whence J ABI = r /A I  = I A I JB/. 
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(iv) AA-1 = In implies IA I JA-1/ = jAA-1/ = /Inl = 1 by (iii). Hence /A I  is a unit 
i!l R with /A /-1 = /A-1/ .  (v) Similarly, B = PAp-1 implies /BI = /P/ IA I /PJ-1 = JA I  
since R is commutative. 

(vi) Let A = (ai1). If i. , . . .  , in are the integers 1 ,2, . . . , n in some order, then 
since R is commutative any product ai1tai22 • • · a""" may be written as a1 ;1a212 · · · t4 1n. If 
u is the permutation such that u(k) = ik, then u-1 is the permutation such that 
u-1(k) = jk. Furthermore, it is easy to see that for any u e. Sn, sgn u = sgn u-1• Let 
At = (b-&1) ; then since Sn is a group, 

/Atj = ,L (sgn u)bt.,I · · · bnan = ,L (sgn u)aull  · · · ao�n a�S" .,e.Sn. 

= ,L (sgn u-1)a1.,-11 ·  · · ana-In = /A J  . 
.,-1eS" 

(vii) By hypothesis either ai; = 0 for all j < i or aii = 0 for all j > i. In either 
case show that if u e. Sn and u :;C (1), then a1a1 · · · Unun = 0, whence 

JA J  = ,L (sgn u)atut " · · Unar� = a11a22 : · · ann · 
treSn 

(viii) Let X1, • • • , X;, . . . , Xft . . . , Xn be the rows of A. If B has rows Xh . . . Aj, 
. . . , Xi, . . .  , X"', then since d is skew-symmetric by Theorem 3 .2, 

JBJ = d(Xt, . . .  , X;, . . .  , Xi,  . . .  , Xn) 
= -d(Xt, . . .  , Xi, . . . , X;, . . .  , Xn) = - IA J .  

Similarly if B has rows X�, . . .  , Xi, . . .  , rXi + X1, • • • , Xn then since d is multilinear 
and alternating 

IB/ = d(Xt, . . .  ' Xi, . . .  , rXi + xj, . . .  ' Xn) 
= rd(X�, . . . , Xi, . . .  , Xi, . . .  , Xn) + d(Xt , . . .  , Xi, . . . , X1, • • • , Xn) 
= r0 + /A /  = /A / .  

The other statement is proved similarly; use (v) for the corresponding statements 
about columns. • 

If R is a field, then the last part of Theorem 3.5 provides a method of calculating 
lA / .  Use elementary row and column operations to change A into a diagonal matrix 
B = (bii), keeping track at each stage (via (viii)) of what happens to / A J .  By (viii), 
/B/ = riAl  for some 0 :;C r € R. Hence r/A / = biJb22 · · · bnn �y (vii) and 

IA J  = r-1bu . . .  bnn· 

More generally the determinant of an n X n matrix A over any commutative ring 
with identity may be calculated as follows. For each pair (i,j) let A,1 be the 
(n - 1 )  X (n - 1 ) matrix obtained by deleting row i and column j from A.  Then 
/Ai;/ € R is called the minor of A = (ai;) at position (i,j) and ( - l )i+iJAi7l e R is called 
the cofactor of aii-

Proposition 3.6. If A is an n X n matrix over a commutative ring R with identity, 

then for each i = 1 ,2, . . .  , n., 
n 

IA I  = L ( - l)i+iai;/Aiil 
i = l  

,. 
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n 

IA I  = L ( - 1)i+iaiiiAii l 
i = I -
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The first [second] formula for IA I  is called the expansion of /A I  along row i 
[column j] . 

PROOF OF 3.6. We let j be fixed and prove the second statement. By Theorem 
3.3 and Definition 3 .4 it suffices to show that the map ¢ : MatnR � R given by 

n 

A = (ai1) � L ( - 1 )i+iai11Ai11 is an alternating R-multilinear form such that 
i = l  

¢(/71) = 1R .  Let X1, . . .  , Xn be the rows of A .  If Xk = Xt with 1 < k < t < n, then 
! Ai1 1  = 0 for i � k,t since it is the determinant of a matrix with two identical rows. 
Since Aki may be obtained from Ati by interchanging· row t successively with rows 
t - 1 ,  . . . , k + 1 ,  1Ak1/ = ( - 1)  t-k-IIAt1 1  by Theorem 3.5. Thus ¢(A) = ( - 1)k+i!Akil 
t- ( - 1)t+i/At1 1  = ( - 1 )k+i+t-k-1_1At11 + ( - 1)t+ijAt1l = 0. Hence ¢ is alternating. If 
for some k, Xk = rYk + sWk, let B = (bi1) and C = (ci1) be the matrices with rows 
Xt, . . .  , Xn-1, Yk,Xk+h . . .  , Xn, and Xt, . . .  , Xk-l, Wk,Xk+J , . . .  , Xn respectively. To 
prove that cf> is R-multilinear we need only show that cf>(A) = r¢(B) + s¢(C). If 
i = k, then IAkil = IBkii = 1 Ck1l , whence akiiAkil = (rbki + sck1) /Akil = rbki/Bkil + 
sckil C�,-, 1 . If i � k,  then since each 1Ai11 is a multilinear function of the rows of Aii and 
aii = bii = Cif for i =;e k, we have lliiiAi11 = aii(r!Biil + s!Cii!) = rb,ilBiil + sciiiCi;l . 
It follows that ¢(A) = r¢(B) + s¢(C) ;  hence ¢ is R-multilinear. Obviously ¢(In) = 
1 R· Therefore, ¢ is the determinant function. The first statement of the theorem 
follows readi ly through the use of transposes. • 

Proposition 3. 7. If A = (aij) is an n X n matrix over a commutative ring R with 
identity and A a = (bij) is the n X n matrix with bij = ( - 1)i+j 1Ajil , then AA8 = !A iln 
= AaA. Furthermore A is invertible in MatnR if and only if /A/ is a unit in R, in 
which case A-t = jA j-tAa. 

The matrix A a is called the classical adjoint of A .  Note that if R is a field, then IA I  
is a unit if and only if lA  I =;e 0. 

n 

PROOF OF 3.7. The (i,j) entry of AAa is Cii = ,L ( - 1)i+kaik 1A id · If i = j, 
k = I  

then Cii = /A l by Proposition 3 .6. If i =;e j (say i < j) and A has rows X�.. . . .  , Xn, let 
B = (bi1) be the matrix with rows X1, . . .  , Xi, . . .  , Xi-r,Xi,Xi+t ,  . . .  , X71 . Then 
b1k = a,.�..- = h7k and IA i�.-! = IB7k i  for all k; in particular, IBI = 0 since the determinant 
is an alternating form. Hence 

n n 

Cii = L ( - l )i+kaik lAik l = _L ( - 1 )i+kb1kiBikl = /BI = 0. 
k = l  k = l  

Therefore, cii = Oi1 IA I  (Kronecker delta) and AAa = IA I/11 •  In particular, the last 
statement holds with At in place of A : A t(At)n = jA t lln.  Since (Aay = (At)a, we have 
/A l/71 = /A' /171 = A t(At)a = At(Aa)t = (AaA)t, whence AaA = (/A /ln)t = /A iln. Thus 
if /A /  is a unit in R, JA J-lAa € MatnR and clearly ( jA j-IAa)A = [71 = A(/A I-1Aa). 
Hence A is invertible with (necessarily unique) inverse A-1 = /A I-1Aa. Conversely i f  
A is invertible, then /A I  is a unit by Theorem 3.5. • 
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Corol lary 3.8. (Cramer's Rule) Let A = (aii) be the matrix of coefficients of the 
system of n linear equations in n unknowns 

over a field K .  If /AI ;;;6: 0 .. then the system has a unique solution which is given by: 

j = 1 ,2, . . .  , n. 

PROOF. Clearly the given system has a solution if and only if the matrix equa
tion AX = B has a solution, where X and B are the column vectors X = (x1 · · · xnY, 
B = (b1 · · · bn)t. Since lA /  ;;;6: 0, A is invertible by Proposition 3.7, whence X =  A-1B 
is a solution. It is the unique solution since A Y  = B implies Y = A-1B. To obtain the 
formula for xi simply compute, using the equation 

E X E R C I S E S 
Note: Unless stated otherwise all matrices have entries in a commutative ring R 

with identity. 

1 .  If r + r ¢ 0 for alJ nonzero r e R, then prove that an n-linear form IJn --4 R is 
alternating if and only if it is skew-symmetric. What if char R = 2 ?  

2. (a) If m > n, then every alternating R-multilinear form o n  (Rn)m is zero. 
(b) If m < n, then there is a nonzero alternating R-multilinear form on (Rn)m. 

3 .  Use Exercise 2 to prove directly that if there is an R-module isomorphism 
Rm 1"'..1 Rn, then m = n. 

4. If A e MatnR, then IAa/ = IA J n-l and (A0)0 = fA /"-2A .  

5. If R is a field and A,B E MatnR are invertible then the matrix A + rB is invertible 
for all but a finite number of r e R. 

6. Let A be an n X n matrix over a field. Without using Proposition 3·. 7 prove that A 
is invertible if and only if /A I ;;;6: 0. [Hint: Theorems 2.6 and 3 .5  (viii) and Proposi
tion 2 . 12.] 

7. Let F be a free R-module with basis U = { u�, . . .  , Un } .  If cb : F � F is an R-mod
ule endomorphism with matrix A relative to U, then the determinant of the endo
morphism ¢ is defined to be !A I  E R and is denoted 1¢1 . 

-

(a) /cbl is independent of the choice of U. 
(b) lcb l is the unique element of R such that /(c/J(b.) ,¢(b2), . . .  , ¢(bn)) 

= f¢1 f(b�, . . .  , bn) for every alternating R-multilinear form on Fn and all 
b;. e F. 

8. Suppose that (b1 , . . .  , b,.) is a solution of the system of homogeneous linear 
equations 

r 
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and that A = (lli1) is the n X n matrix of coefficients. Then l A  fbi = 0 for every i. 
[Hint: If Bi is the n X n diagonal matrix with diagonal entries l R, . . .  , lR,bi, 

1 R, • . .  , 1 R, then fABil = IA ibi. To show that IABil = 0 add bi times column j  of 
ABi to column i for every j � i. The resulting matrix has determinant IABil and 
(k,i) entry ak1b1 + ak2b2 + · · · + aknbn = 0 for k = 1 ,2, . . . , n.J 

4. DECOMPOSITION OF A SI NGLE L I N EAR TRANSFORMATION 
AND S I M I LARITY 

The structure of a finite dimensional vector space E over a field K relative to a 
linear transformation E � E is investigated. The linear transformation induces a de
composition of E as a direct sum of certain subspaces and associates with each such 
decomposition of E a set of polynomial invariants in K[xJ (Theorem 4.2). These sets 
of polynomial invariants enable one to choose various bases of E relative to each of 
which the matrix of the given linear transformation is of a certain type (Theorem 
4.6). This leads to several different sets of canonical forms for the relation of similar
ity in MatnK (Corollary 4 .7). 

Note. The results of this section depend heavily on the structure theorems for 
finitely generated modules over a principal ideal domain (Section IV.6). 

Let K be a field and ¢ : E ---)> E a linear transformation of an n-dimensional 
K-vector space E. We first recall some facts about the structure of HomK(E,E) and 
MatnK. HomK(E,E) is not only a ring with identity (Exercise IV. l . 7), but also a 
vector space over K with (kl/;)(u) = kf(u) (k e K,u e £,1/; e HomK(E,E)) ; see the Re
mark after Theorem IV.4.8). Therefore if f = L kixi is a polynomial in K[xJ, then 
f(¢) = L k,-tJ>i is a well-defined element of HomK(E,E) (where c/>0 = 1 E  as usual). 
Similarly the ring MatnK is also a vector space over K. If A e MatnK, then 
f(A) = L kiAi is a well-defined n X n matrix over K (with A0 = In). 

Theorem 4.1. Let E be an n-dimensional vector space over a field K, cJ> : E � E a 
linear transformation and A an n X n matrix ot,er K.  

{i) There exists a unique n1onic polynomial of positive degree, Q<t> e K [xJ , such that 
Qtt>(c/>) = 0 and q<t> I f for all f e K [xJ such that f(c/>) = 0. 

(ii) There exists a unique n1onic po(ynon1ial of positice degree, QA e K[xJ , such 
that QA{A) = 0 and QA I f for all f e K [xJ such that f(A) = 0. 

(iii) If A is the matrix of c/> relative to some basis ofE, then QA = Qtt>· 

PROOF. (i) By Theorem 111.5 .5 there is a unique (nonzero) ring homomorphism 
t = t ¢ : K[x] � HonlK(E,E) such that x � cJ> and k � k1E for all k e K. Conse
quently, if fc. K[xJ, then {"{ /) = f(cf>). t is easily seen to be a linear transformation 
of K-vector spaces. Since dimKE is finite, HomK(E,E) is finite dimensional over K by 
Theorems IV.2.1 , IV. 2.4, IV.4.7, and IV.4.9. Thus Im t is necessarily finite dimen-



356 CHAPTER VI I .  L I N EA R  ALGEBRA 

sional over K. Since K[x] is infinite dimensional over K, we must have Ker f' ¢ 0 by 
Corollary IV.2.14 .  Since K[x] is a principal ideal domain whose units are precisely 
the nonzero elements of K (Corollary 111.6.4). Ker f' = (q) for some monic q e K[x]. 
Since f' is not the zero map, (q) ¢ Klx], whence deg q > I .  If Ker f' = (q1) with 
q1 e K[xJ monic. then q I Q1 and q. I q by Theorem 111.3 .2, whence q = q1 since both 
are monic. Therefore qtb = q has the stated properties. 

(ii) The proof is the same as (i) with A in place of cJ> and MatnK in place of 
HomK(E,E). QA E K[xJ is the unique monic polynomial such that (qA) = Ker f'4h 
where r A : K[xJ � MatnK is the unique ring homomorphism given by f� f(A). 

(iii) Let A be the matrix of l/> relative to a basis U of E and let 0 : HomK(E,E) "'-' 
MatnR be the isomorphism of Theorem 1 .2, so that 0(4>) = A. Then the diagram 

K[xJ __ 

f'
_t�>_,... HomK(E,E) 

! 0 

MatnK 

is commutative by Theorem 111.5.5 since er ¢(X) = O(l/>) = A = f' A(x) and Of' ¢(k) 
= O(k1E) = kin = f' A(k) for all k E K. Since 0 is an isomorphism, (q¢) = Ker f' ¢ 
= Ker Of' tJ> = Ker f' A = (qA). Therefore, qt�> I qA and qA I q¢, whence qt�> = QA since 
both are monic. • 

If K, E, and cJ> are as in Theorem 4. 1 ,  then the polynomial QtJ> [ resp. q AJ is called 
the minimal polynomial of the linear transformation cJ> [matrix AJ. In  general, QtJ> is 
not irreducible. Corollary 1 .7 and Theorem 4.l(iii) immediately imply that similar 
matrices have the same minimal polynomial. 

Let K, E, and cJ> be as above. Then cp induces a (left) K[x]-module structure on E 
as follows. If fe K[xJ and u E E, then f(l/>) E Homk(E,E) and fu is defined by 
fu = f(c/>)(u) . A K-subspace F of E is said to be invariant under l/> (or c>-invariant) 
if l/>(F) C F. Clearly F is a ¢-invariant K-subspace if and only if F is a K[xj-sub
module of E. In particular, for any l' E E the subspace E(c/>,v) spanned by the set 
f cJ>i(v) I i > O J  is ¢-invariant. It is easy to see that E(c/>,v) is precisely the cyclic 
K[xJ-submodule K[xJv generated by v. E(c/>,v) is said to be a c>-cyclic (sub)space. 

Theorem 4.2. Let c/> : E � E be a linear transformation of an n-dimensional vector 
space E over a field K. 

(i) There exist monic polynomials of positive degree Q1,Q2, . . . , Qt E K[x] and 
tj>-cyclic subspaces E., . . .  , Et of E such that E = E. EB E2 EB · · · EB Et and 
Qt I Q2 l ·  · · I Qt- Furthermore Qi is the minimal polynomial of cp I Ei : Ei � Ei. The se-
quence (qt , _ _ _  , Qt) is uniquely determined by E and lj> and Qt is the minimal po/ynonlia/ 
of c/>. 

(ii) There exist monic irreducible polynomials P1 , . • .  , Ps E K[x] and tj>-cyclic sub
s lei 

spaces En, . . .  , E1kuE21, . . .  , E2k.!,E:u, . . .  , Esk6 of E such that E = L L Eij and 
i = l i = l  

for each i there is a nonincreasing sequence of integers mil � mi2 > · · · > miki > 0 
such that prij is the minimal polynomial of l/> I Eij : Eu -+ Eij· The family of poly-

r 
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no1nials { p�ii I 1 < i < s; 1 < j < ki J is unique(v determined by E and 4> and 
p�Hp�21 . . . p:n81 is the minimal polynomial of c/>. 

The polynomials q., . . .  , Qt in part (i) of the theorem are called the invariant 
factors of the linear transformation c/>. The prime power polynomials p"f:i; in part (ii) 
are called the elementary divisors of c/>. 

SKETCH OF PROOF OF 4.2. (i) As indicated above E is a left module over 
the principal ideal domain Krx] with fu = f(l/>)(u) (fe K[x), u c. E). Since E is finite di
mensional over K and K C K[xJ, E is necessarily a finitely generated nonzero 
K[xJ-module. If  {}¢ is the minimal polynomial of ¢, then Q-t> ¢ 0 and q-t>E = 0, 
whence E is a torsion K[x]-module. By Theorem IV.6. 12(i) E is the internal 
direct sum E = E. EB · · · EB Et, where each E, is a nonzero cyclic K[xJ-module 
of order qi (q, c. K[x)) and q1 I Q2 I ·  · · I  Qt- By the remarks preceding the theorem 
each Ei is a ¢-cyclic subspace. Since Ei has order Qi , there is a K[xJ-module 
isomorphism Ei r-..J K[xJ/(qi) by Theorem IV.6.4 and the example folJowing it. 
Since & ¢ 0 and every nonzero ideal in K[xJ has a unique monic gen�rator (Theo
rem III .3 .2 and Corollary 111.6.4), we may assume that each Qi is monic of positive 
degree. The uniqueness statement of Theorem IV.6. 1 2(i) and th� fact that 
Q1 I Q2 I ·  · · I qt imply that q�, • • •  , Qt are uniquely determined by the K[xJ-module E 
(that is , by E and l/>).  Use the K[xJ-module structure of Ei and the fact that Ei is 
cyclic of order qi to verify thar the minimal polynomial of 4> I Ei is Qi - Finally 
qtE = Qt( 4>)E1 EB · · · EB Qt( c/>)Et = 0, whence (qt) C (q¢). Since q-t>E = 0, we have 
q-t>Et = 0, whence (q¢) c (qt)- Consequently, qt = Q-t> since both are monic and 
(qt) = (q¢). The second part of the theorem is proved similarly by decompos
ing E as a direct sum of cyclic K[x]-submodules of prime power orders (Theo
rem IV.6.1 2(ii)). • 

REMARK. If lf> = 0, then the proof of Theorem 4.2 shows that the minimal 
polynomial of cJ> is x and its invariant factors [resp. elementary divisors] are Q1 = x, 
Q2 = x, . . .  , q'TI = x. (Exercise 2). 

The proof of Theorem 4.2 shows that the invariant factors and elementary di
visors of a linear transformation 4> : E � E are simply the invariant factors and ele
mentary divisors of the K[xJ-module E. Consequently, one can obtain the elementary 
divisors from the invariant factors and vice versa just as in the proof of Theorem 
IV.6. 1 2  (see also pp. 8D-81 ). A technique for calculating the invariant factors of a 
specific linear transformation is discussed in Proposition 4.9 below. 

EXAl\IPLE. Let K = Q and dimKE = 1 5  and suppose the invariant factors of 
4> are q. = x4 - x2 - 2, q2 = x5 - x3 - 2x and q� = x6 - x4 - 2x2. Then 
q1 = (x2 - 2)(x2 + I ), q2 = xq1 and qa = xq2, whence the elementary divisors of 4> 
are :  x2 - 2, x2 + 1 ,  x, x2 - 2, x2 + 1 , x2, x2 - 2, x2 + 1 .  See the proof of Theorem 
IV.6. 1 2  and also p. 80. Conversely if the elementary divisors of a linear transforma
tion 1/; are X '/ 1 ' X - I ' X - 2,  X - 3 '  (X - 2)2' x2 + 1 ,  x2 + I ' x2 + 1 ' and c� - 1 }3' 
then the invariant factors are q1 = (x - 1 )(x2 + 1) ,  q2 = (x - 1 )(x - 2)(x2 + I)  
and qa = (x - 3Xx - 2)2(x2 + 1 )(x - 1 )3• 

In view of Theorem 4.2 the next step in our analysis should be an investigation of 
cP-cyclic spaces. 
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Theorem 4.3. Let cp : E ---+ E be a linear rransfornlation of a finite dimensional vec
tor space E over a field K. Then E is a cf>-cyclic space and 4> has minimal polynomial 
q = xr + ar-Ixr-t + · · · + ao € K[x] if and only if dimKE = r and E has an ordered 
basis V relative to which the matrix of cp is 

A =  

0 
0 
0 

0 0 
0 0 
J K  0 

0 0 0 0 0 

0 
0 
0 

In this case V = { v,<l>{v),qr( v), . . .  , cpr-l(v) } for some v € E. 

0 
0 
0 

The matrix A is called the companion matrix of the monic polynomial q E K[x] .2 
Note that if q = x + ao, then A = (-ao). 

PROOF OF 4.3. ( =:)) If E is t�>--cyclic, then the remarks preceding Theorem 4.2 
show that for some v z E, E is the cyclic K[x]-module K[x]v, with the K[x]-module 
structure induced by cp. If k0v + k1<1>(v) + · · · + kr-tlPr-I(v) = 0 (ki E K), then 
f = ko + ktx + · · · + kr-tXr-l is a polynomial such that f(cp)(v) = 0, whence 
f(cp) = 0 on E =  K[x]v. Since deg f < r - 1 < deg q and q I f  by Theorem 4 . l (i), 
we must have ki = 0 for all i. Therefore, { v,cp(D), . . .  , cpr-1(v) } is linearly inde
pendent. If fv = f(cp)(v) ( /E K[x]) is an arbitrary element of E = K[x]v, then by the 

t 
division algorithm f = qh + s, where s = L kixi has degree t with t < deg q. 

i= 1 

Consequently, f(cp) = q(cp)h(cp) + s(cp) = 0 + s(cp) = s(cp) and fv = f(cp)(v) = s(cp)(v) 
= ko + k14>(v) + · · · + k,cp1(v) with t < s - 1 .  Therefore, 

{ v,<l>(v), . 0 • , lj>r-I(v) } 

spans E and hence is a basis. Since q(cp) = 0 we have q,(cpr-1(v)) = cpr(v) = - aov 
- a1ct>(v) - · · · - ar_1cpr-1(v). It follows immediately that t�e matrix of cp relative 
to I v,cp(v), . . .  , cpr-1(v) } is the companion matrix of q. 

(¢::=:) If A is the matrix of cp relative to the basis { v = Vt, v2, . . .  , vr } ,  then a 
simple computation shows that Vi = cJ>i-I(v) for i = 2, 0 • •  , r and that cpr(v) = <l>(vr) 
= - aov - al<l>(v) - . . . - ar-lcJ>r-I(v). Consequently, E is the cp-cyclic space gener
ated by v and E = K[x]v. Since q(cp)(v) = 0, q(cp) = 0 on E. Since 

{ v,<l>(v), . . .  , cpr-I(v) } 

is linearly independent there can be no nonzero fc K[xJ of degree less than r such that 
f( cp) = 00 A routine division algorithm argument now implies that q is the minimal 
polynomial of cp. • 

2lf E is considered as a right K-vector space and matrices of maps are constructed accord
ingly (as on p. 333) then the companion matrix of q must be defined to be A1 in order to 
make the theorem true. 



4. DECOM POSI TION OF A S I N G LE LI N EA R  TRAN SFO RMATION 359 

Corollary 4.4. Let 1/1 : E � E be a linear transformation of a finite dimensional vector 
space E over a field K.  Then E is a 1/;-cyclic space and 1/; has minimal polynomial 
q = (x - b)r (b e K) if and only ifdimKE = r and E has an ordered basis relative to 
which the matrix of 1/; is 

B =  

b l K  0 0 0 0 

0 b } K  0 0 0 

0 0 b ) K  0 0 

0 0 0 0 
0 0 0 0 

The r X r matrix B is called the elementary Jordan matrix associated with 
(x - bY e K[x]. Note that for r = I ,  B = (b). 

SKETCH OF PROOF OF 4.4. Let cJ> = 1/; - b1E c HomK(E,E).  Then 
q = (x - b )r is the minimal polynomial of 1/; if and only if xr is the minimal poly
nomial of cp (for example, cpr = (1/; - blEY = q(l/;) = 0). E has two K[x)-module 
structures induced by cp and 1/; respectively. For every fc K[x] and v e E, f(x)v in the 
cj>-structure is the same element as f(x - b)v in the 1/;-structure. Therefore, E is 
cb-cyclic if and only if E is -JI-cyclic. Since t/1 = cb + b IE , Theorem 1 .2 shows that the 
matrix of cJ> relative to a given (ordered) basis of E is the companion matrix A of xr 

if and only if the matrix of 1/; relative to the same basis is the elementary Jordan 
matrix B = A + bin associated with (x - b)'". To complete the proof simply apply 
Theorem 4.3 to cJ> and translate the result into statements about 1/;, using the facts 
just developed. • 

In order to use the preceding results to obtain a set of canonical forms for the 
relation of sin-Ularity on MatnK we need 

Lemma 4.5. Let cJ> : E � E be a linear transformation of an n-dimensiona/ vector 
space E over afield K.  For each i = 1 ,  . . . , t let Mi be an ni X ni matrix over K, with 
n1 + n2 + · · · + nt = n. Then E = E1 EB E2 EB · · · EB Et, where each Ei is a cl>-in

variant subspace of E and for each i, Mi is the matrix of cJ> I Ei relative to some 

ordered basis of Ei, if and only if the matrix of cJ> relative to some ordered basis 
nfE is 

0 
M =  

0 

where the main diagonal of each Mi lies on the main diagonal ofM. 
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A matrix of the form M as in Lemma 4.5 is said to be the direct sum of the ma
trices M., . . . , M, (in this order). 

SKETCH OF PROOF OF 4.5. (�) For each i let � be an ordered basis of 
Ei such that the matrix of ¢ I Ei relative to V, is Mi. Since E = E. EB · · · EB Ee, it 

t 

follows easily that V = U Vi is a basis of E. Verify that M is the matrix of cp rela-
i = l  

tive to V (where V is ordered in the obvious way). (<=) Conversely suppose 
U = { u�, . . .  , un } is a basis of E and M the matrix of 4> relative to U. Let E. be the sub
space of E with basis { u1 , . . .  , Un1 J and for i > 1 let Ei be the subspace of E with 
basis t lir+t ,  • • . , Ur+ni } where r = n1 + n2 + · · · + n,_I ·  Then £ = Et Ef) E2 ffi ·  · · ffi E, 
each Ei is ¢-invariant and Mi is the matrix of cp I Ei relative to { ur+h . . •  , Ur+ni J .  • 

. 

Theorem 4.6. Let ¢ :  E ---+ E be a linear transfornlation of an n-dimensional vector 
space E over a field K .  

(i) E has a basis relative to which the matrix of 4> is the direct sum of the com
panion matrices of the invariant factors Qz,  • • •  , Qt € K[x] of ¢. 

(ii) E has a basis relative to which the matrix of¢ is the direct sum of the com� 
panion matrices of the elementary divisors p�n, . . .  , p:;ska e K[x] of¢. 

(iii) If the minimal polynomial q ofcp factors as q = (x - bt)TI(x - b2)rz . · · (x - bd)rd 
(bi E K), which is always the case if K is algebraically closed, then every elementary 

divisor of cp is of the form (x - bi)j (j < ri) and E has a basis relative to which the 

matrix of¢ is the direct sum of the elementary Jordan matrices associated with the ele
mentary divisors of¢. 

The proof, which is an immediate consequence of results 4 .2-4.5 (and unique 
factorization in K[x] for (iii)), is left to the reader. The next corollary immediately 
yields two (or three if K is algebraically closed) sets of canonical forms for the rela
tion of similarity on MatnK. 

Corollary 4. 7 .  Let A be an n X n matrix over a field K .  

(i) A is similar to a 111atrix D such that D is the direct sum of the companion 
matrices oj'a unique family ofpolynomials Qt, . • .  , qt. € K[x] such that Qt I q2 l · · · I Qt· 
The matrix D is uniquely determined. 

(ii) A is similar to a matrix M such that M is the direct sum of the companion 
matrices of a unique family of prin1e power po(vnomials pr;11, • • •  , p:;sk., E K[x], where 
each Pi is prime (irreducible) in K[x] . M is uniquely determined except for the order oj· 
the co1npanion matrices oftlze pfij along its main diagonal. 

(iii) If K is algebraically closed, then A is similar to a matrix 1 such that J is a direct 
sum of the elementary Jordan matrices as�fiociated with a unique fami(�' oj'polynontials 
of the form (x - b)m (b E K). J is uniquely determined except for the order of the ele
mentary Jordan matrices along its main diagonal. 

The proof is given below. The matrix D in part (i), is said to be in rational canoni
cal form or to be the rational canonical form of the matrix A .  Similarly, the matrix M 

' 
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in part (ii) is said to be in primary rational canonical form and the matrix J in (iii) is 
said to be in Jordan canonical form. a The word "rational" refers to the fact that the 
similarity of matrices occurs in the given field K and not in an extension field of K 
(see Exercise 7). The uniquely determined polynomials q1, . . . , Qt in part (i) are 
called the invariant factors of the matrix A .  Similarly, the unique prime power poly
nomials P'Fi; in part (ii) are called the elementary divisors of the matrix A .  

SKETCH OF PROOF OF 4.7. (ii) Let 4> : Kn _____. Kn be the linear transforma
tion with matrix A relative to the standard basis (Theorem 1 .2). Corollary 1 .  7 and 
Theorem 4.6 show that A is similar to the matrix D that is the direct sum in some 
order of the companion matrices of the elementary divisors P'F'i of cp. If A is also 
similar to D�, where Dt is the direct sum of the companion matrices of a family of 
prime power polynomials ji , . . .  , fb E K[xj, then D. is the matrix of 4> relative to 
some basis of Kn (CoroUary 1 .  7). By Theorem 4.3 and Lemma 4.5 Kn = E1 EB £2 
EB · · · EB Eb, where each Ei is a 4>-cyclic subspace and j; is the minimal polynomial of 
¢ I Et. The uniqueness statement of Theorem 4.2 implies that the polynomials fi are 
precisely the elementary divisors p"f:11 of 4>, whence D differs from D1 only in the 
order of the companion matrices of the p'{''; along the main diagonal.  The proof of (i) 
and (iii) is similar, except that in (i) a stronger uniqueness statement is possible since 
the invariant factors (unlike the elementary divisors) may be uniquely ordered by 
divisibility. • 

Corollary 4.8. Let </> : E � E be a linear transformation of an n-dimensional vector 

.�pace E over a field K. 

(i) If cp has rnatrix A c: MatnK relative to some basis, then the invariant factors 

[resp . elementary divisors] of ¢ are the invariant factors [e/en1entary divisors] of A. 
(ii) Two matrices in MatnK are similar if and only if they have the same invariant 

factors [resp. elementary divisors] . 

PROOF. Exercise. • 

REI\1ARK. If k is an element of a field K, then the matrix kin is a direct sum of 
the 1 X 1 companion matrices of the irreducible polynomials x - k � . . .  , x - k .  
Therefore, x - k,  . . . , x - k are the elementary divisors of kln by Corollary 4.7. 
Consequently, if kt � k2, then k dn and k2l., are not similar by Corollary 4.8. Thus if 
K is infinite there are infinitely many distinct equivalence classes under similarity in 
MatnK. On Lhe other hand, there are only n + 1 distinct equivalence classes under 
equivalence in MatnK by Theorem 2.6. 

EXAMPLE. Let E be a finite dimensional real vector space and cp : E _____. E a 
linear transformation with invariant factors q1 = x4 - 4xa + 5x2 - 4x + 4 = 

(x - 2)2(x2 + 1 )  E R[xJ and q2 = x1 + 6x6 + 14x5 - 20x4 + 25x3 - 22x2 + 1 2x -

8 = (x - 2)3(.x2 + 1 )2 E R[ '(] . By Theorem 4.6(i) dimRE = 1 I and the minimal poly
nomial of cp is q2. The remarks after Theorem 4.2 show that the elementary divisnrs 

3Warning: rational and Jordan canonical forms are defined somewhat differently by 
some authors. 
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The matrix D is in rational canonical form and M is in primary rational canonical 
form. If Eis actually a complex vector space and 1/; : E -+  Eis a linear transformation 
with the same invariant factorsq1 = (x - 2)2(x2 + 1 )  e C[xj andq2 = (x - 2)3(x2 + 1 )2 
e C[x], then since x2 + 1 = (x + i)(x - i) in C[x], the elementary divisors of t/1 in 
C[x] are (x - 2)3, (x - 2)2, (x + 1)2, (x + i), (x - 1)2, and (x - i). Therefore, 
relative to some basis of E, t/1 has the following matrix in Jordan canonical form 

2 1 0 

0 2 1 
0 0 2 0 

2 1 
0 2 

J =  _ , 1 
0 - I  

0 _ ,  
l 1 
0 l 

. 

I 

REMARK. The invariant factors in K[x] of a matrix A e MatnK are the same as 
the invariant factors of A in F[x], where F is an extension field of K (Exercise 6). As 
the previous example il lustrates, however, the elementary divisors of A over K may 
differ from the elementary divisors of A over F. 
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We close this section by presenting a method of calculating the invariant factors 
of a given matrix A, and hence by Corollary 4.8 of any linear transformation that 
has matrix A relative to some basis. This method is a consequence of 

Proposition 4.9. Let A be an n X n matrix over afield K. Then the matrix of poly

nomials xln - A E MatnK[x] is equivalent (over K[x]) to a diagonal matrix D with 

nonzero diagonal entries ft, . . .  , fn E K[x] such that each fi is monic and f. I f2 I · · · I fu. 
Those polynomials fi which are not constants are the invariant factors of A. 

REMARK. If K is a field, then K[x] is a Euclidean domain (Corollary 111.6.4). 
Consequently, the following proof together with the Remarks after Proposition 2. 1 1  
show that the matrix D may be obtained from xln - A by a finite sequence of ele
mentary row and column operations. Thus Proposition 4.9 actually provides a con
structive method for finding invariant factors. An example is given after the proof. 

SKETCH OF PROOF OF 4.9. Let 4> :  Kn ---+ Kn be the K-linear transforma
tion with matrix A = (ai1) relative to the standard basis { Ei } of Kn. As usual Kn is a 
K[x]-module with structure induced by <J>. Let F be a free K[xJ-module with basis 
U = { u., . . .  , Un I and let 1r : F � Kn be the unique K[x]-module homomorphism 
such that 1r(ui) = Ei for i = 1 ,2, . . .  , n (Theorem IV.2 . 1 ). Let 1/; : F ---+ F be the 

n 

unique K[x]-module homomorphism such that 1/;(ui) = xui - .L a.,ui. Then the 
j -= 1 

matrix of 1/; relative to the basis U is xln - A. 

We claim that the sequence of K[x]-modules F � F � Kn � 0 is exact. Clearly 1r 

is a K[x]-module epimorphism. Since A is the matrix of <J> and the K[x]-module 
structure of Kn is induced by </>, 

n 

7r(xui) = x1r(ui) = XEi = 4>{Ei) = .L aiiEi
i = l 

Consequently, for each i 

1r1/;(ui) = 1r(XUi - ± Gi;U,) = 1r(XUi) - � aii1r(u;) 
J = l  1 

= L Gii�i - L aijCj = 0, 
j j 

whence Im 1/; C Ker 1r. To show that Ker 1r C Im 1/; it suffices to prove that every 
n 

element w of F is of the form w = 1/;(v) + .L k1u1 (v E F, k1 E K). For in this case if 
j = l  

w : Ker 1r, then 

0 = 1r(w) = m/;(v) + 1r(.L kiu;) = 0 + .L k1;i• j j 
Since { E1 } is a basis of Kn, k1 = 0 for all j. Consequently, w = 1/;(v) and hence 
Ker 1r C Im 1/;. Since every element of F is a sum of terms of the form fui with 
/c K[x], we need only show that for each i and t, there exist Vit E F and k1 E K such 

n 

that xtui = 1/;(vit) + L k1u1. For each i and t = 1 ,  we have xui = 1/;(ui) + L ai1u1 
j = l  j 
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(aii E K). Proceeding inductively assume that for eachj there exist Vj. t-1 e F and k1.,. E K 
n 

such that x'-1ui = 1/t(v1.e-•) + L k1.,.u.,.. Then for each i 
r - 1  

x'ui = xt-I(xui) = x'-1(1/;(ui) +}: aiiui) = l/;(x'-1ui) + }: ai1x'-1ui 
j ; 

= 1/;(x1-1ui) + � ai1{1/;(vi, t-l) + L ki.,.u.,.) 
J r 

= 1/l(x'-1Ui + }: aiiV1.t-t) + L (}: aiik i; )u.,.. 
j r j 

Thus X1Ui = 'if;( vi,) + L CrUr with V·&t = x'-1ui + 2: OijVi.t-1 € F and Cr = 2:: Oijkjr € K 
r 1 1 

and the induction is complete. Therefore F � F � Kn � 0 is exact and hence 
Kn � F/Ker 1r = Fjlm 'if;. 

Since K[x] is a principal ideal domain, Proposition 2.1 1  shows that xln - A is 

equivalent to a diagonal matrix D = (�r �) . where r is the rank of x/R - A and Lr 
is an r X r diagonal matrix with nonzero diagonal entries Ji, . . . , [r e K[x] such that 
fi I h I · · - I [r. We may assume each fi is monic (if necessary, perform suitable ele
mentary row operations on D). Clearly the determinant jx/11 - AI  in K[x] is a monic 
polynomial of degree n. In particular, lxln - A I  � 0. By Definition 1 .8 and Theorem 
3 .5(iii), (iv), ID I  is a unit multiple of lxln - A I ,  whence IDI  � 0. Consequently, all 
the diagonal entries of D are nonzero . Thus L.,. = D and r = n. Since D is equivalent 
to xl" - A, D is the matrix of t/1 relative to some pair of ordered bases V = { v�, . . .  , Vn } 
and W = { w�, . . .  , wn J of F (Theorem 1 .6). This means that 'if;( vi) = fiwi for each 
i and Im 1/1 = K[x] .hwt EB · - · EB K[x] .fnwn. Consequently, 

K[x]w. EB ·  · · EB  K[x]wn Kn � F/Ker 7r = Fjlm t/1 = K[x] Jiwl EB · . · EB  K[x] .fnwn r-.J K[x]w.fK[x]J. w1 (f) ·  · · (i1 K[x]w,JK[x]fnwn � K[x]j( fi) EB ·  · · EB K[x]/(.fn), 

where each Ia is monic and .h I j; I ·  · · I fn. For some r (0 < t < n), fi = h = · · · 
= f, = l K  and f,+h . . . , In are nonconstant. Thus for i <  t, K[xJ/(fi) = K[x]/(lK) = 0 

and for i > t, K[x]/{.fi) is a cyclic K[x]-module of order fi. Therefore, Kn is the in
ternal direct sum of nonzero torsion cyclic K[x]-submodules (¢-cyclic subspaces) 
£,+. , . . .  , En of orders f,+J , . . .  , tz respectively such that ft+t I [,+2 I ·  · · I fn. Since the 
K[x)-module structure of Kn is induced by ¢, 0 = fiEi = Ji(4>)Ei . It follows readily 
that fi is the minimal polynomial of cp I Ei. Therefore, [,+. ,  . . . , fn are the invariant 
factors of 4> (and hence of A) by Theorem 4.2. • 

EXAMPLE. If cp : Q3 � Q3 is a linear transformation and relative to some basis 
0 4 2 X -4 -2 

the matrix of cp is A = - 1  -4 - I  , then xla - A = I x + 4 1 . 
0 0 - 2  0 X +  2 

Performing suitable elementary row and column operations yields : (x -4 -2) (I 
1 x + 4  I � x 
0 0 x + 2  0 

X + 4  1) 
-4 -2  � 

0 X +  2 



4. 

G 
1 

DECOMPOSIT ION OF A SI NGLE LI N EAR TRANSFORMATION 

x + 4  
-4 - x(x + 4) -2

1
- x)� (� 

0 

0 
- (x + 2)2 

0 

X +  2 0 

0 ) 1 
0 � 0 

X +  2 0 

0 
x + 2  

0 

0 0 

-(x + 2)2 - (x + 2) � 
0 x + 2  

0 
0 

(x + 2)2 • 
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Therefore by CorolJary 4.8 and Proposition 4.9 the invariant factors of A and ct> are 
x + 2 and (x + 2)2 and their minimal polynomial is (x + 2)2• 

E X E R C I S ES 
Note: Unless stated otherwise, E is an n-dimensional vector space over a field K. 

l .  If A and B are n X n matrices over K with minimum polynomials q. and Q2 re
spectively, then the minimal polynomial of the direct sum of A and B (a 2n X 2n 
matrix) is the least common multiple of Qt and Q2-

2. The 0 linear transformation E --4 E has invariant factors [resp . elementary 
divisors] Qt = x, Q2 = x, . . .  , Qn = x. 

3. (a) Let a,b,c be distinct elements of K and let D € MatsK be the diagonal matrix 
with main diagonal a,a,a,b,b,c. Then the invariant factors of D are q. = x - a, 
q2 = (x - a)(x - b) and Q3 = (x - a)(x - b)(x - c). 
(b) Describe the invariant factors of any diagonal matrix in MatnK. 

4. If q is the minimal polynomial of a linear transformation ct> : E � E, with 
dimKE = n, then deg q < n. 

5 .  The minimal polynomial of the companion matrix of a monic polynomial 
fc K[xJ is precisely f. 

6. Let F be an extension field of K. The invariant factors in K[x J of a matrix 
A c: MatfiK are the same as the invariant factors in F[xJ of A considered as a 
matrix over F. [Hint : A K-basis of KTl is an F-basis of Fn. Use linear transforma
tions.] 

7. Let F be an extension field of K. A,B € MatnK C MatnF are similar over F if and 
only if they are similar over K [see Exercise 6] . 

8. A € MatnK is similar to a diagonal matrix if and only if the elementary divisors of 
A are all linear. 

9. If A c: MatnK is nilpotent (that is, Ar = 0 for some r > 0), then A is similar to a 
matrix all of whose entries are zero except for certain entries 1K  on the diagonal 
next above the main diagonal . 

10. Find all possible [primary1 rational canonical forms for a matrix A E MatnQ 
such that (i) A is 6 X 6 with minimal polynomial (x - 2)2(x + 3) ; (ii) A is 7 X 7 
with minimal polynomial (x2 + l)(x - 7). Find all possible Jordan canonical 
forms of A considered as a matrix over C. 
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1 1 .  If A is the companion matrix of a monic polynomial f e K[x], with deg f = n, 
show explicitly that A - xin is similar to a diagonal matrix with main diagonal 
1 K, 1 K, • • • , 1 K ,  f. 

1 2. A e Mat�K is idempotent provided A2 = A .  Show that two idempotent matrices 
in MatnK are similar if and only if they are equivalent. 

1 3 .  An n X n matrix A is similar to its transpose A1• 

5. TH E CHARACTERISTIC POLYNOM IAL, EIGENVECTORS 
AN D EIGENVALU ES 

In this section we investigate some more invariants of a linear transformation of a 
finite dimensional vector space over a field. Since several of these results are valid 
more generally we shall deal whenever possible with free modules of finite rank over 
a commutative ring with identity. 

If A is an n X n matrix over a commutative ring K with identity, then xi� - A is 
an n X n matrix over K[x], whence the determinant lxi71 - A I  is an element of K[x]. 
The characteristic polynomial of the matrix A is the polynomial pA = lxin - AI e K[x]. 
Clearly, PA is a monic polynomial of degree n. If B e  MatnK is similar to A� say 
B = PAP-1, then since xin is in the center of the ring MatnK[x], 

PH = jxin - Bj = lxin - P AP-11 = jP(xin - A)P-lj 
= IP! Ixin - A j !Pj-l = lxin - A I  = PA ;  

that is, similar matrices have the same characteristic polynomial. 
Let cf> : E ____, E be an endomorphism of a free K-module E of finite rank n (see 

Definition IV .2.8 and Corollary IV .2. 1 2). The characteristic polynomial of the endo
morphism cf> (denoted prp) is defined to be PA, where A is any matrix of cJ> relative to 
some ordered basis. Since any two matrices representing cf> are similar by Corollary 
1 .  7, Prt> is independent of the choice of A.  

Lemma 5.1. (i) If A1,A2, . . .  , Ar are square matrices (of_various sizes) Ol,er a com
mutative ring K with identity and Pi e K[x] is the characteristic polynomial ofAh then 
P1P2 · · · Pr e K[x] is the characteristic polynomial of the matrix direct sum of 
A�,A2, . . .  , Ar. 

(ii) The companion matrix C of a monic polynomial f e K[x] has characteristic 
polynon1ial f. 

SKETCH OF PROOF. (i) If A e MatnK and B e  MatmK, then 

(A 0) (A 0 )(In 0) 
0 B = 

0 Im 0 B ' whence 
A 
0 

0 

B 
A 0 In 
0 Im 0 � = !A l iBI . 

An inductive argument now shows that the determinant of a direct sum of matrices 
Bt, . . .  , Bk is IB�I IB2J · · · IBk l ·  (ii) To show that f is the characteristic polynomial of C, 
expand /xin - Cl along the last row. • 
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Theorem 5.2. Let cJ> : E � E be a linear transformation of an n-dimensional vector 
space over a field K with characteristic polynomial P<P e K[x]� minimal polynomial 
q<P e K[x]� and invariant factors q�, . . .  , Qt e K[x]. 

(i) The characteristic polynomial is the product of the invariant factors; that is, 
P<P = QtQ2 • • •  Qt = QIQ2 • • •  Qt-lQ(/)-

(ii) (Cayley-Hamilton) cJ> is root ofits characteristic polynomial,; that is, P<P(cP) = 0. 

(iii) An irreducible polynomial in K[x] divides P4> if and only if it divides q<P. 
Conclusions (i)-(iii) are valid, mutatis mutandis, for any matrix A e MatnK. 

PROOF. By Theorem 4.6 cJ> has a basis relative to which cJ> has the matrix D 
that is the direct sum of the companion matrices of Qt, . . .  , Qt. Therefore, P<P = p n 
= Q1Q2 • • • q, by Lemma 5. 1 .  Furthermore, q<P = Qt by Theorem 4.2, whence 
P<P(cP) = 0 since q<P(c/>) = 0. (iii) is an immediate consequence of (i) and the fact 
that Q1 I Q2 I ·  · · I  q,. The analogous statements about A e Mat11K are proved similarly 
using Corollaries 4. 7 and 4.8 . • 

REMARK. The Cayley-Hamilton Theorem (Theorem 5.2(ii)) is valid over any 
commutative ring with identity (Exercise 2). 

Defin ition 5.3. Let cJ> : E � E be a linear transformation of a vector space E over a 
field K. A nonzero vector u e E is an eigenvector (or characteristic vector or proper 
vector) of cJ> if c/>(u) = ku for some k e K. An element k e K is an eigenvalue (or 
proper value or characteristic value) of cJ> if c/>(u) = ku for some nonzero u e E. 

It is quite possible for two distinct (even linearly independent) eigenvectors to 
have the same eigenvalue. On the other hand� a set of eigenvectors whose corre
sponding eigenvalues are all distinct is necessarily linearly independent (Exercise 8). 

Theorem 5.4. Let cJ> : E � E be a linear transformation of a finite dintensional vector 
space E over a field K. Then the eigenvalues of c/> are the roots in K of the char
acteristic polynomial P<�J of c/>. 

REMARK. The characteristic polynomial P<P e K[x] need not have any roots in 
K, in which case cJ> has no eigenvalues or eigenvectors. 

SKETCH OF PROOF OF 5.4. Let A be the matrix of cJ> relative to some 
ordered basis. If k e K, then k/11 - A is the matrix of k 1 E - cJ> relative to the same 
basis. If c/>(u) = ku for some nonzero u c E, then (klE - c/>)(u) = 0, whence 
kiE - c/> is not a monomorphism. Therefore, k/11 - A is not invertible (Lemma 1 .5) 
and hence lkln - A I  = 0 by Proposition 3 .7 or Exercise 3 .6. Thus k is a root of 
P(j) = lx/11 - A I .  Conversely, if k is a root of Ptt>, then lkl., - AI = 0. Consequently� 
kiE - q, is not an isomorphism by Lemma 1 .5 and Proposition 3 .7 (or Exercise 3.6). 
Since E is finite dimensional, k1E  - c/> is not a monomorphism (Exercise IV.2.14). 
Therefore, there is a nonzero u e E such that (k1 E - cJ>)(u) = 0, whence tJ>(u) = ku 
and k is an eigenvalue of q,. • 



368 CHA PTER V I I  LI N EAR ALGEBRA 

If k e K is an eigenvalue of an endomorphism ¢ of a K-vector space E, then it is 
easy to see that C(¢,k) = { v e E I ¢(v) = kv } is a nonzero subspace of E; C(¢,k) is 
called the eigenspace or characteristic space of k. 

Theorem 5.5. Let ¢ : E � E be a linear transformation of a finite dimensional vector 
space E over afield K. Then ¢ has a diagonal matrix D relative to some ordered basis 
ofE if and on�v if the eigenvectors of¢ span E. In this case the diagonal entries of D 
are the eigenvalues of¢ and each eigenvalue k E K appears on the diagonal 
dimKC(¢,k) times. 

PROOF. By Theorem IV.2.5 the eigenvectors of ¢ span E if and only if E has a 
basis consisting of eigenvectors. Clearly U = { u�, . . . , un } is a basis of eigenvectors 
with corresponding eigenvalue k�t . . . , kn e K if and only if the matrix of ¢ relative 
to U is the diagonal matrix D with main diagonal k1,k2, · . . . , kn. In this case suppose 

n 

that v = L riui is an eigenvector of ¢ with ¢(v) = kv. Since U is linearly inde
i .... t 

n n n 

pendent and L kriui = kv = ¢(v) = L ri¢(ui) = L rikiui, we have kri = r,ki 
i � I  i - 1 i = l  

for all i. Thus for each i such that ri � 0, k = ki ; (since v � 0, at least one r. � 0). 
Therefore, kr, . . .  , kn are the only eigenvalues of ¢. Furthermore, if k is an eigen
value of ¢ that appears t times on the diagonal of D and U;1, • • •  , U;, are those ele
ments of U with eigenvalue k, then this argument shows that { ui1, • • •  , u.;, J spans 
C(¢,k). Since { Uiu • • •  , ui, }  is linearly independent it is a basis of C(¢,k). There
fore. dimKC(¢,k) = t. • 

The eigenvalues and eigenvectors of an n X n matrix A over a field K are defined to 
be respectively the eigenvalues and eigenvectors of the unique linear transformation 
¢ : Kn � Kn that has matrix A relative to the standard basis. Theorem 5.4 shows 
that the eigenvalues of A are the eigenvalues of any endomorphism of an n-dimen
sional vector space over K which has matrix A relative to some basis. 

We close this section with a brief discussion of another invariant of a matrix 
under similarity. 

Pro position 5.6. Let K be a commutative ring with identity. Let ¢ be an endomor
phism of a free K-modu/e of rank n and let A = (ai) E MatuK be the matrix of 
¢ relative to some ordered basis. If the characteristic polynomial of ¢ and A is 
P<t> = PA = xn + Cn-lxn-l + . . .  + ClX + Co e K[x], then 

(- t )nco = lA! and - Cu-t = au + a22 + · · · + ann· 

PROOF. co = p.p(O) = JOin - A] = I - A I  = ( - l)" ]A I  by Theorem 3:5(viii). 
Expand P4> = lx In - A I along the first row. One term of this expansion is 
(x - au)(x - a22) . . . (x - ann) = x" - (an + a22 + . . .  + ann)xn-l + hn-2X"-2 + 
· · · + bo for some b.i e K. No other term of this expansion contains any terms with 
a factor of xn-l, whence - Cn-1 = au + · · · + arm• • 
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Let K be a commutative ring with identity. The trace of an n X n matrix A = (aii) 
over K is au + a22 + · · · + a"" E K and is denoted Tr A.  The trace of an endomor
phism c1> of a free K-module of rank n (denoted Trct>) is TrA , where A is the matrix 
of ¢ relative to some ordered basis. Since pq, = PA is independent of the choice of 
the matrix A ,  so is Tr¢ by Proposition 5.6. Similar matrices have the same trace by 
Corollary 1 .7 (or by an easy direct argument using (iii) below). It is easy to see that 
for any A,B € MatnK and k e K: 

(i) Tr(A + B) = TrA + TrB ; 
(ii) Tr(kA) = kTrA ; 
(iii) Tr(AB) = Tr(BA). 

The connection between the trace as defined here and the trace function of Galois 
Theory (Definition V.7. 1 )  is explored in Exercise 9. 

EX E R C I S E S  
Note: Unless stated otherwise K is a commutative ring with identity. 

1 .  Prove directly that a matrix over K and its transpose have the same characteristic 
polynomial. 

2. (Cayley-Hamilton) If ¢ is an endomorphism of a free K-module E of finite 
rank, then pq,(¢) = 0. [Hint: if A is the matrix of ¢ andB = xln - A, then BaB = 
IBiln = p�ln in MatnK[x]. If E is a  K[x]-module with structure induced by ¢ and 1/1 
is the K[x]-module endomorphism E --4 E with matrix B, then 1/;(u) = xu - ¢(u) 
= cp(u) - <l>(u) = 0 for all u e E.] 

3 .  If A is an n X m matrix over K and B an m X n matrix over K, then 
xmPAB = x"PBA· Furthermore, if m = n, then PAB = PBA· [Hint: let C,D be the 

. 
( ] 

(xI n A ) 
d 

(J n 0 ) 
(m + n) X (m + n) matnces over K x : C = B lm 

an D = -B xlm 
and observe that I C Dl = IDCj .] 

4. (a) Exhibit three 3 X 3 matrices over Q no two of which are similar such that 
- 2  is the only eigenvalue of each of the matrices. 
(b) Exhibit a 4 X 4 matrix whose eigenvalues over R are ± 1  and whose eigen
values over C are ± 1 and ± i. 

5 .  Let K be a field and A E MatnK. 
(a) 0 is an eigenvalue of A if and only if A is not invertible. 
(b) If kr, . . . . kr � K are the (not necessarily distinct) eigenvalues of A and 

fe K[xJ, then /(A) E MatnK has eigenvalues /(ki), . . .  , f(kr). 

6. If ¢ and 1/; are endomorphisms of a finite dimensional vector space over an 
algebraically closed field K such that ¢1/; = 1/;¢, then ¢ and 1/; have a common 
eigenvector. 

7. (a) Let ¢ and l/t be endomorphisms of a finite dimensional vector space E 
such that ¢1/1 = 1/;c/>. If E has a basis of eigenvectors of c1> and a basis of eigen
vectors of 1/;, then E has a basis consisting of vectors that are eigenvectors for 
both ¢ and 1/;. 
(b) Interpret (a) as a statement about matrices that are similar to a diagonal 
matrix. 
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8. Let ¢ : E � E be a linear transformation of a vector space E over a field K. If U 
is a set of eigenvectors of ¢ whose corresponding eigenvalues are all distinct, 
then U is linearly independent. [Hint: If U were linearly dependent, there would 
be a relation r1u1 + · · · + r,u, = 0 (ui e U; 0 � r; e K) with t minimal. Apply the 
transformation k11 E  - ¢, where cp(ut) = k1u1, and reach a contradiction.] 

9. Let F be an extension field of a field K and u E F. Let ¢ : F � F be the endo
morphism of the vector space F given by v � uv. 

(a) Then Tr¢ is the trace of u, TKF(u), as in Definition V.7. 1 .  [Hint: first try 
the case when F = K(u)] . 

(b) The determinant of ¢ is the norm of u, NKF(u). 

I 0. Let K be a field and A e MatnK. 
(a) If A is nilpotent (that is, Am = 0 for some m), then TrAr = 0 for all r > 1 .  

[Hint : the minimal polynomial of Ar has the form x' and Ar is similar to a matrix 
in rational or Jordan canonical fonn.] 

(b) If char K = 0 and Tr Ar = 0 for all r > 1, thell A is nilpotent. 

I 
I 



CHAPTER v I l l  

COM M UTATIVE RI NGS 
AN D MODU LES 

For the most part this chapter is a brief introduction to what is frequently called 
commutative algebra. We begin with chain conditions (Section 1 )  and prime ideals 
(Section 2), both of which play a central role in the study of commutative rings. 
Actually no commutativity restrictions are made in Section 1 since this material is 
also essential in the study of arbitrary rings (Chapter IX). 

The theory of commutative rings follows a familiar pattern : we attempt to obtain 
a structure theory for those rings that possess, at least in some generalized form, 
properties that have proven useful in various well-known rings. Thus primary de
composition of ideals (the analogue of factorization of elements in an integral do
main) is considered in Sections 2 and 3 .  We then study rings that share certain de
sirable properties with the ring of integers, such as Dedekind domains (Section 6) 
and Noetherian rings (Section 4). The analysis of Dedekind domains requires some 
knowledge about ring extensions (Section 5) . This information is also used in proving 
the Hilbert Nullstellensatz (Section 7), a famous classical result dealing with ideals 
of the polynomial ring K[x�, . . .  , xn] . 

Except in Section 1 ,  all rings are commutative. The approximate interdepen
dence of the sections of this chapter (subject to the remarks below) is as follows : 

·� 
2 - - - - - - - - - - - ...... 5 

"'3� / \  4 - - � 6 7 

A broken arrow A - - �  B indicates that an occasional result from Section A is used in 
Section B, but that Section B is essentially independent of Section A. Section 1 is not 
needed for Section 5 b':lt is needed for Section 4. Only one important result in Section 
4 depends on Sections 2 and 3 .  This dependence can be eliminated by using an al
ternate proof, which is indicated in the exercises. 

371 
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1. CHAIN COND ITIONS 

In this section we summarize the basic facts about the ascending and descending 
chain conditions for modules and rings that will be needed in the remainder of this 
chapter and in Chapter IX. Rings are not assumed to be commutative, nor to have 
identity elements. 

Defin ition 1 . 1. A module A is said to satisfy the ascending chain condition (ACC) on 
submodules (or to be Noetherian) if for every chain A1 C A2 C Aa C · · · ofsubmod

u/es of A, there is an integer n such that Ai = An for all i > n. 
A module B is said to satisf>.' the descending chain condition (DCC) on submodules 

, 

(or to be Artinian) if for every chain B1 :::> B2 :::> Ba :::> · · · ofsubmodules ofB, there is 
an integer m such that Bi = Brn for all i > m. 

EXAMPLE. The Z-module (abelian group) Z satisfies the ascending but not the 
descending chain condition on submodules (Exercise 11.3 .5). The Z-module Z(pro) 
satisfies the descending but not the ascending chain condition (Exercise 11.3. 1 3). 

If  a ring R is considered as a left [resp. right] module over itself, then it is easy to 
see that the submodules of R are precisely the left [resp . right] ideals of R. Con
sequently, in this case it is customary to speak of chain conditions on left or right 
ideals rather than submodules. 

Defin ition 1.2. A ring R is left [resp. right] Noetherian ifR satisfies the ascending 

chain condirion on left [resp. right] ideals. R is said to be Noetherian ifR is both left 

and right Noetherian. 

A ring R is left [resp . right] Artinian ifR satisfies the descending chain condition on 
left [resp. right] ideals. R is said to he Artinian ifR is both left and right Artinian. 

In other words, a ring R is (left or right) Noetherian if it is a (left or right) Noe
therian R-module, and similarly for Artinian. Consequently, all subsequent defini
tions and results about modules that satisfy the ascending or descending chain 
condition on submodules apply, mutatis mutandis, to (left or right) Noetherian or 
Artinian rings. 

EXAMPLES. A division ring D is both Noetherian and Artinian since the only 
left or right ideals are D and 0, (Exercise 111.2. 7). Every commutative principal ideal 
ring is Noetherian (Lemma 111 .3 .6) ;  special cases include Z, Z11 , and F[x] with F a  
field . 

EXAMPLE. The ring M atnD of all n X n matrices over a division ring is both 
Noetherian and Artinian (Corollary 1 . 1 2  below). 

REMARKS. A right Noetherian [Artinian] ring need not be left Noetherian 
[Artinian] (Exercise 1) .  Exercise 11 .3 .5 shows that a Noetherian ring need not be 
Artinian. However every left [right] Artinian ring with identity is left [right] Noether
ian (Exercise IX.3 .1 3 below). 
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A maximal element in a partially ordered set ( C, < ) was defined in Section 7 of the 
Introduction. A minimal element is defined similarly: b e  C is minimal if for every 
c e C which is comparable to b, h < c. Note that it is not necessarily true that b < c 
for all c e C. Furthermore, C may contain many minimal elements or none at all . 

. 
Defin ition 1.3. A module A is said to satisfy the maximum condition [resp. minimum 
condition] on submodules if every nonempty set ofsubmodules of A contains a maximal 
[resp. minimal] element (with respect to set theoretic inclusion) . 

Theorem 1.4. A module A satisfies rhe ascending [resp. descending) chain condition 
on submodules if and only if A satisfies the maximal [resp. minimal] condition on 
suhmodules. 

PROOF. Suppose A satisfies the minimal condition on submodules and 
A1 :::> A2 ::::> · · · is a chain of submodules. Then the set f Ai I i > l l  has a minimal 
element, say An. Consequently, for i > n we have An :::> Ai by hypothesis and 
An C Ai by minimaJity, whence Ai = An for each i > n. Therefore, A satisfies the 
descending chain condition. 

Conversely suppose A satisfies the descending chain condition, and S is a non
empty set of submodules of A.  Then there exists Bo e S. If  S has no minimal element, 
then for each submodule B in S there exists at least one submodule B' in S such that 
B :::> B'. For each B in S, choose one such B' (Axiom of Choice). This choice then de-

� 

fines a function f : S --4 S by B � B'. By the Recursion Theorem 6.2 of the Introduc
tion (with f = In for a11 n) there is a function q; : N � S such that 

q;(O) = Bo and cp(n + 1) = f(q;(n)) = q;(n)'. 

Thus if B'n e S denotes cp(n), then there is a sequence Bo,Bt , . . . such that Bo ::::> 81 :::> 
� � 

B2 :::> · · · .  This contradicts the descending chain condition. Therefore, S must have a 
� 

minimal element, whence A satisfies the minimum condition. 
The proof for the ascending chain and maximum conditions is analogous. • 

f g Theorem 1.5. Let 0 --+ A ----t B _____,. C --+ 0 be a short exact sequence of modules. Then 
B satisfies the ascending [resp. descending] chain condition on submodules if and only if 
A and C satisfv it. 

SKETCH OF PROOF. l f  B satisfies the ascending chain condition, then so 
does its submodule f(A). By exactness A is isomorphic to f(A), whence A satisfies 
the ascending chain condition. If C1 c C2 c · · · is a chain of submodules of C, then 
g-1(Ct) c g_1(C2) c · · · is a chain of submodules of B. Therefore, there is an n such 
that g-1(Ci) = g-1(CPI) for all i > n. Since g is an epimorphism by exactness, it follows 
that Ci = C-n for all i > n. Therefore, C satisfies the ascending chain condition. 

Suppose A and C satisfy the ascending chain condition and Bt C B2 C · · · is a 
chain of submodules of B. For each i let 
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Let fi = f I Ai and gi = g I B,. Verify that for each i the following sequence is exact : 

Verify that A1 C A2 C · · · and C1 C C2 C · · · .  By hypothesis there exists an integer 
n such that Ai = An and Ci = Cn for all i > n. For each i > n there is a commutative 
diagram with exact rows: 

fn gn 
O --....An � Bn � Cn .-. 0  

l a 1{3i l'Y Ji gi 
O ....... A . __..B. -. c. � o ' l l ' 

where a and 'Y are the respective identity maps and {3i is the inclusion map. The Short 
Five Lemma IV.l . l 7  implies that {3i is the identity map, whence B satisfies the ascend
ing chain condition. The proof for descending chain condition is analogous. • 

Corollary 1.6. If A is a submodule of a module B. then B satisfies the ascending [resp. 
descending] chain condition if and only if A and B/ A satisfiy it. 

c 
PROOF. Apply Theorem 1 .5 to the sequence o � A �  B � BIA � o. • 

Corollary 1.7. If At, . . .  , An are modules, then the direct sum A1 EB A2 EB · · · EB An 
satisfies the ascending [resp. descending] chain condition on submodules if and only if 
each Ai satisfies it. 

SKETCH OF PROOF. Use induction on n. lf n = 2, apply Theorem 1 .5 to the 
u LL\ 11"2 

sequence o �  AI � At � A2 � A2 � 0. • 

Theorem 1.8. lfR is a left Noetherian [resp. Artinian] ring with identity, then every 
finitely generated unitary left R-mndule A satisfies the ascending [resp. descending] 
chain condition on submodules. 

An analogous statement is true with "leff' replaced by "right." 

PROOF OF 1.8. If A is finitely generated, then by Corollary IV.2.2 there is a 
free R-module F with a finite basis and an epimorphism 1r : F ---+ A .  Since F is a direct 
sum of a finite number of copies of R by Theorem IV.2. 1 ,  F is left Noetherian [resp. 
Artinian] by Corollary I .  7 .  Therefore A ""' FjKer 1r is Noetherian [resp. Artinian] by 
Corollary 1 .6. • 

Here is a characterization of the ascending chain condition that has no analogue 
for the descending chain condition. 
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Theorem 1.9. A module A satisfies the ascending chain condition on submodules if 
and only if every submodule of A is finitely generated. In particular, a commutative 
ring R is Noetherian if and only if every ideal of R is finitely generated. 

PROOF. (==>) If B is a submodule of A, let S be the set of all finitely generated 
submodules of B. Since S is nonempty (0 e S), S contains a maximal element C by 
Theorem 1 .4. C is finitely generated by c�,c2, . . .  , cTI . For each b e  B let Db be the sub
module of B generated by b,ci,c2, . . .  , cfl . Then Db € S and C C Db. Since C is maxi
mal, Db = C for every b € B, whence b e Db = C for every b e  B and B C C. Since 
C C B by construction, B = C and thus B is finitely generated. 

({=) Given a chain of submodules At C A2 C Aa C · · · , then it is easy to verify 
that U Ai is also a submodule of A and therefore finitely generated, say by 

i > l  

at, . . .  , ak . Since each ai is an element of some Ai, there is an index n such that 
a, e Afl for i = 1 ,2, . . .  , k .  Consequently, U Ai C A11, whence Ai = An for i > n. • 

We close this section by carrying over to modules the principal results of Section 
II .8 on subnormal series for groups. This material is introduced in order to prove 
Corollary 1 . 1 2, which will be useful in Chapter IX. We begin with a host of defini
tions, most of which are identical to those given for groups in Section 11.8. 

A normal series for a module A is a chain of submodules: A = Ao ::> A1 => 
A2 => · · · :::J A".  The factors of the series are the quotient modules 

Ai/ Ai+t (i = 0, 1 ,  . . .  , n - 1 ) . 

The length of the series is the number of proper inclusions ( = number of nontrivial 
factors) . A refinement of the normal series A0 => At ::> · · · ::::::) A11 is a normal series 
obtained by inserting a finite number of additional submodules between the given 
ones. A proper refinement is one which has length larger than the original series. Two 
normal series are equivalent if there is a one-to-one correspondence between the non
trivial factors such that corresponding factors are isomorphic modules. Thus 
equivalent series necessarily have the same length. A composition series for A is a 
normal series A = Ao ::> At ::> A2 => · · · ::::::) A11 = 0 such that each factor A�c/ Ak+t 
(k = 0, 1 ,  . . . , n - 1 )  is a nonzero module with no proper submodules.1 

The_ various results in Section 11.8 carry over readily to modules. For example, a 
composition series has no proper refinements and therefore is equivalent to any of its 
refinements (see Theorems IV. 1 . 1 0  and 11.8.4 and Lemma 11.8.8). Theorems of 
Schreier, Zassenhaus, and Jordan-Holder are valid for modules : 

Theorem 1 . 10. Any two normal series of a module A huve refinements that are 
equit,a/ent. Any two composition series of A are equica/ent. 

PROOF. See the corresponding results for groups (Lemma 11.8.9 and Theorems 
11 .8 . 1 0  and 1 1 . 8 . 1 1) .  • 

1If R has an identity, then a nonzero unitary module with no proper submodules is said 
to be simple. In this case a composition series is a normal series A = A0 => • · 

. :::> A,.. = 0 
with simple factors. If R has no identity simplicity is defined somewhat differently; see Defini
tion IX. l . l  and the subsequent Remarks. 
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Theorem 1.11. A nonzero module A has a composition series if and only if A satisfies 
both the ascending and descending chain conditions on submodules. 

PROOF. (=}) Suppose A has a composition series S of length n .  If  either chain 
condition fail:; to hold, one, can find sub modules 

A = Ao :J A 1 :J A2 :J · · · :J An :J An+h 
� � � � � 

which form a normal series T of length n + 1 .  By Theorem 1 . 10  S and T have refine
ments that are equivalent. This is a contradiction since equivalent series have equal 
length. For every refinement of the composition series S has the same length n as S, 
but every refinement of T necessarily has length at least n + I .  Therefore, A satisfies 
both chain conditions. 

(<=) If B is a nonzero submodule of A,  let S(B) be the set of all submodules C of 
B such that C � B. Thus if B has no proper submodules, S(B) = { 0 } . Also define 
S(O) = { 0 } . For each B there is a maximal element B' of S(B) by Theorem 1 .4. Let S 
be the set of all submodules of A and define a map f : S � S by f(B) = B' ; (the 
Axiom of Choice is needed for the simultaneous selection of the B'). By the Recur
sion Theorem 6.2 of the Introduction (with f = fn for all n) there is a function 
<P : N � S such that 

<P(O) = A and <P(n + 1 )  = f{<P(n)) = <P(n)'. 

If Ai denotes <P(i), then A :J At :J A2 :J · · · is a descending chain by construction, 
whence for some n, Ai = An for all i > n. Since An+t = An' = f(An), the definition of 
f shows that An+ I = An only if An = 0 = An+ I · Let m be the smallest integer such 
that Am = 0. Then m < n and Ak � 0 for all k < m. Furthermore for each k < m, 
Ak+l is a maximal submodule of Ak such that A.�c :J Ak+l · Consequently, each A�c/ Ak+t 

� 

is nonzero and has no proper submodules by Theorem IV. 1 . 10. Therefore, 
A :J A. :J · · · :J Am = 0 is a composition series for A.  • 

Corollary 1 .12. If 0 is a division ring, then the ring MatnD of all n X n matrices 
over 0 is both Arrinian and Noetherian. 

SKETCH OF PROOF. In  view of Definition 1 .2 and Theorem 1 . 1 1 it suffices 
to show that R = MatnD has a composition series of left R-moduJes and a composi
tion of right R-modules. For each i let ei e R be the matrix with 1 n  in position (i,i) 
and 0 elsewhere. Verify that Re1 = { Aei I A E R J is a left ideal (submodule) of R con
sisting of all matrices in R with columnj zero for allj � i. Show that Rei is a minimal 
nonzero left ideal (that is, has no proper submodules). One way to do this is via ele
mentary transformation matrices (Definition VII .2.7 and Theorem VII.2.8). Let 
Mo = 0 and for i > 1 let M� = R(e. + e2 + · · · + ei). Verify that each Mi is a left 
ideal of R and that Mil Mi-t � Rei, whence R = Mn :J Mn-I :J · · · :J Mt :J Mo = 0 
is a composition series of left R-modules. A similar argument with the right ideals 
eiR = { eiA I A E R }  shows that R has a composition series of right R-modules. • 
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E X E R C I S ES 

1 .  (a) The ring of all 2 X 2 matrices {� �) such that a is an integer and b,c are 

rational is right Noetherian but not left Noetherian. 

(b) The ring of all 2 X 2 matrices ( � :) such that d is ra tiona I and r ,s are real 

is right Artinian but not left Artinian. 

2. If I is a nonzero ideal in a principal ideal domain R, then the ring R/1 is both 
Noetherian and Artinian. 

3 .  Let S be a multiplicative subset of a commutative Noetherian ring R with identity. 
Then the ring s-1 R is Noetherian. 

4. Let R be a commutative ring with identity. If an ideal / of R is not finitely gener
ated, then there is an infinite properly ascending chain of ideals J1 C J2 C · · · 

such that Jk C I for all k. The union of the Jk need not be /. 
� � 

5. Every homomorphic image of a left Noetherian [resp. Artinian] ring is left 
Noetherian [resp. Artinian] . 

6. A ring R is left Noetherian [resp. Artinian] if and only if MatnR is left Noetherian 
[resp. Artinian] for every n > l [nontrivial] . 

7. An Artinian integral domain is a field. [Hint: to find an inverse for a � 0, con
sider (a) :::J (a2) :::J (aa) :::J . . .

• ] 

2. PRI M E  AND PRIMARY I DEALS 

Our main purpose is to study the ideal structure of cenain commutative rings. 
The basic properties of prime ideals are developed. The radical of an ideal is intro
duced and primary ideals are defined. Finally primary decomposition of ideals is 
discussed. Except for Theorem 2.2, all rings are commutative. 

We begin with some background material that will serve both as a motivation 
and as a source of familiar examples of the concepts to be introduced. The motiva
tion for much of this section arises from the study of principal ideal domains. In 
particular such a domain D is a unique factorization domain (Theorem 111 .3 .7). 

The unique factorization property of D can be stated in terms of ideals: every 
proper ideal of D is a product of maximal (hence prime) ideals, which are deter
mined uniquely up to order (Exercise 111 . 3.5). Every nonzero prime ideal of D is 
of the form (p) with p prime ( = irreducible) by Theorem 111 .3.4 and (p)n = (pn). 
Consequently, every proper ideal (a) of D can be written uniquely (up to order) 
in the form 

where each ni > 0 and the Pi are distinct primes (Exercise 111 .3 .5). Now an ideal 
Q = (p11) (p prime) has the property: ab e Q and a t  Q imply bk e Q for some k 
(Exercise 111 .3.5). Such an ideal is caJled primary. The preceding discussion shows 
that every ideal in a principal ideal domain is the intersection of a finite number of 
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primary ideals in a unique way. Furthermore there is an obvious connection between 
these primary ideals and the prime ideals of D; in fact every primary ideal (pn) = (p)n 
is a power of a prime ideal. 

In the approach just outlined the viewpoint has switched from consideration of 
unique factorization of elements as products of primes in D to a consideration of the 
"primary decomposition" of ideals in the principal ideal domain D. We shall now 
investigate the "primary decomposition" of ideals in more general commutative 
rings (where, for instance, ideals need not be principal and primary ideals may not 
be powers of prime ideals). We begin with some facts about prime ideals. 

Theorem 2.1. An ideal P (� R) in a commutative ring R is prime if and only ifR - P 
is a multiplicative set. 

PROOF. This is simply a restatement of Theore.m III.2. 1 5 ;  see Definition 
II1 .4.1 .  • 

REMARK. The set of all prime ideals in a ring R is caUed the spectrum of R. 

Theorem 2.2. If S is a multiplicative subset of a ring R which is disjoint from an 
ideal I of R, then there exists an ideal P which is maximal in the set of all ideals of 
R disjoint from S and containing I .  Furthermore any such ideal P is prime. 

The theorem is frequently used in the case I =  0. 

SKETCH OF PROOF OF 2.2. The set S of all ideals of R that are disjoint 
from S and contain I is nonempty since I e S. Since S � 0 (Definition 111.4. 1) every 
ideal in S is properly contained in R. S is partially ordered by inclusion. By Zorn's 
Lemma there is an ideal P which is maximal in S. Let A,B be ideals of R such that 
AB C P. If A ¢ P and B ¢ P, then each of the ideals P + A and P + B properly 
contains P and hence must meet S. Consequently, for some Pi e P, a c A ,  h e  B 

Pt + a =  s1 e S  and P2 + h = s2 e S. 

Thus s1s2 = Pt/h + Jhb + ap2 + ab e P + AB C P. This is a contradiction since 
StS2 e s and s n p = 0. Therefore A c p or B c P, whence p is prime. • 

Theorem 2.3. Let K be a subring of a commutative ring R. JfP., . . .  , P n are prime 
ideals ofR such that K C P1 U P2 U · · · U Pn, then K C Pi for some i. 

REMARK. In the case n :< 2, the following proof does not use the hypothesis 
that each Pi is prime; the hypothesis is needed for n > 2. 

PROOF OF 2.3. Assume K � Pi for every i. It then suffices to assume that 
n > 1 and n is minimal; that is, for each i, K fL U Pi. For each i there exists 

j �i, 
ai E K - U P1• Since K C U Pi, each ai E Pi. The element a1 + a2a3 • • · an lies in K 

j �i i 

r 
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and hence in U Pi. Therefore at + a2lla · · · an = hi with hi e Pi. If j > 1 ,  then at e Pi, 
• 

which is a contradiction. If j = 1 ,  then a2aa · · · an e Pt, whence ai e P. for some i > 1 
by Theorem III.2.1 5 .  This also is a contradiction. • 

Proposition 2.4. IJR is a commutatice ring with identity and P is an ideal which is 
maxilnal in the set of all ideals ofR which ar� not finitely generated, then P is prime. 

PROOF. Suppose ab e P but a f P and b + P. Then P + (a) and P + (b) are 
ideals properly containing P and therefore finitely generated (by maximality). 
Consequently P + (a) = (Pt + r1a, . . .  , Pn + rna) and P + (b) = (p•' + rt'b, . . . , 
Pm' + rm'b) for some Pi,p/ e P and ri,rl e R (see Theorems 111.2.5 and IIL2.6). If 
J = { r  e R I ra e PJ , then J is an ideal . Since ab e P, (p/ + r/b)a = p/a + rlab e P 
for all i, whence P C P + (b) C J. By maximality, J is finitely generated, say J = 

� n 

(it, . . . , jk). If x e P, then x e P + (a) and hence for some Si e R, x = ,L: si(pi + ria) 
n n t = l  

= ,L: SiPi + L siria. Consequently, (,L: siri)a = x - L sipi e P, whence L Siri e J. 
i =  1 i =  1 i i i 

n k n k 
Thus for some ti e R, ,L: siri = L tJi and x = L SiPi + L t;j1a. Therefore, P is 

i = l  i = l i = l  i = l  

generated by p�, . . .  , Pn,ita, . . . , jka, which is a contradiction. Thus a e P or b e P 
and P is prime by Theorem 111.2. 1 5 .  • 

Defin ition 2.5. Let I be an ideal in a commutative ring R .  The radical (or nilradical) 
ofl, denoted Rad I, is the ideal n P, where the intersection is taken over all prime 
ideals P which contain I. If the set ojprime ideals containing I is empty, then Rad I is 
defined to be R.  

REMARKS. If R has an identity, every ideal I (� R) is contained in a maximal 
ideal M by Theorem 111.2. 1 8. Since M � R and M is necessarily prime by Theorem 
111 .2 . 19, Rad I � R.  Despite the inconsistency of terminology, the radical of the zero 
ideal is sometimes called the nilradical or prime radical of the ring R. 

EXAMPLES. In any integral domain the zero ideal is prime ; hence Rad 0 = 0. 
In  the ring Z, Rad ( 12) = (2) n (3) = (6) and Rad (4) = (2) = Rad (32). 

Theorem 2.6. If I is an ideal in a comn1utative ring R,  then Rad I = { r e R I rn e I 
for so1ne n > O J .  

PROOF. I f  Rad I =  R ,  then { r e R I rn E I} c Rad I. Assume Rad I �  R. If 
rn € I and p is any prime ideal containing I, then rn E p whence r E p by Theorem 
111.2. 1 5. Thus { r E R I rn E I J  c Rad I. 

Conversely, if t E R and rn � I  for all n > 0, then s = { rn + X  I n  E N* ; X e I}  is a 
multiplicative set such that S n I = 0. By Theorem 2.2 there is a prime ideal P dis
joint from S that contains I. By construction, t '  P and hence t f Rad I. Thus 
t f { r e R I rn e I} implies t t Rad I, whence Rad I C { r E R I rn e I } . • 
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Theorem 2.7. lfl, I�, 12, • • •  , In are ideals in a co1nmutative ring R, then : 

(i) Rad(Radl) = Radi ;  

(ii) Rad (Iti2 • · · In) = Rad (61 I;) = /J Rad I; ; 

(iii) Rad (lm) = Rad I .  

SKETCH OF PROOF. In each case we prove one of the two required contain
ments. (i) If  r E Rad (Rad /), then rn E Rad I and hence rnm = (rn)m E I for some 
n, m > 0. Therefore, r c: Rad I and Rad(Rad I) C Rad I. (ii) If r c: n Rad If, then 

] 

there are m�,m2, • • •  , mn > 0 such that rmi z li for eachj. If m = mt + m2 + · · · + m11 , 
then rm = rmtrm2 • • · rmn E ld2 · . · In, whence n Rad 11 c Rad (It • . · In). Finally since 

j 
11 · · · In C n /1, we have Rad(l1 · · · In) C Rad(n If). (iii) is a special case of 

j ] 

(ii). • 

Defin ition 2.8. An ideal Q ( �  R) in a commutative ring R is primary if for any 
a,b c: R :  

ab c: Q and a t Q ==> bn c: Q for some n > 0. 

EXAMPLE. Every prime ideal is clearly primary. If p is a prime integer and 
n > 2 a positive integer, then (p)n = (pn) is a primary ideal in Z which is not prime 
(Exercise 1 7). In general, a power pn of a prime ideal P need not be primary. 

EXAMPLE. If F is a field, the ideal (x,y) is maximal in F[x,y] (Exercise 12) and 
therefore prime (Theorem 111.2. 19). Furthermore (x,y)2 = (x2,xy,y2) � (x2,y) � (x,y). 

The ideal (x2,y) is primary and (x,y) is the only (proper) prime ideal containing (x2,y) 
(Exercise 12). Hence the primary ideal (x<J,y) is not a power of any prime ideal in 
F[x,y] . 

In the rest of this section all rings have identity. 

Theorem 2.9. lfQ is a primary ideal in a commutative ring R, then Rad Q is a prin1e 
ideal. 

PROOF. Suppose ab E Rad Q and a �  Rad Q. Then anbn = (ab)n c: Q for some n .  

Since a t Rad Q, an t Q.  Since Q is a primary, there is an  integer m > 0 such that 
(hn)m c: Q, whence b c: Rad Q. Therefore, Rad Q is prime by Theorem 111.2.1 5. • 

In view of Theorem 2.9 we shall adopt the following terminology. If Q is a 
primary ideal in a commutative ring R, then the radical P of Q is called the associated 
prime ideal of Q. One says that Q is a primary ideal belonging to the prime P or that Q 
is primary for P or that Q is P-primary. For a given primary ideal Q, the associated 
prime ideal Rad Q is clearly unique. However, a given prime ideal P may be the 
associated pnme of several different primary ideals. 

EXAMPLE. If p is a prime in Z, then each of the primary ideals (p2), (p3), • • •  

belongs to the prime ideal (p). In the ring Z[x.y] the ideals (x2,y), (x2,y2), (x2,y3). etc. 
are all primary ideals belonging to the prime ideal (x ,y) (Exercise 1 3). 
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Theorem 2.10. Let Q and P be ideals in a co1nmurative ring R.  Then Q is pri1nary for 
P if and only if· 

(i) Q C P C  Rad Q; and 
(ii) ifab e Q and a f Q, then b e  P. 

SKETCH OF PROOF. Suppose (i) and (ii) hold. If ab e Q with a � Q, then 
b e P C Rad Q, whence bn e Q for some n > 0. Therefore Q is primary. To 
show that Q is primary for P we need only show P = Rad Q. By (i), P C Rad Q. 
If b e  Rad Q, let n be the least integer such that b71 e Q. If n = 1 ,  b e  Q C P. If 
n > I ,  then bn-lb = bn e Q, with hn-l t Q by the minimality of n. By (ii), b e  P. Thus 
b e  Rad Q implies b e  P, whence Rad Q C P. The converse implication is easy. • 

Theorem 2.11. /fQ� ,Q2, . . .  , Qn are primary ideals in a commutative ring R, all of 
n 

which are prinlary for the prime ideal p' then n Qi is also a primary ideal belonging 
i = l  

to P. 

n n 

PROOF. Let Q = n Qi. Then by Theorem 2.7(ii), Rad Q = n Rad Qi 
n i = I i= l 

= n P = P; i n  particular, Q c P c Rad Q. If ab e Q and a '  Q, then ab e Qi and 
i = I  

a � Qi for some i. Since Qi is P-primary, b e  P by Theorem 2.10(ii). Consequently, Q 
itself is P-primary by Theorem 2 . 10. • 

Defin ition 2.12. An ideal I in a commutative ring R has a primary decomposition if 
I = Ql n Q2 n · · · n Q�� with each Qiprintary. If no Qi contains Q1 n · · · n Qi-1 n 
Qi+l n . . . n Qn and the radicals of the Qi are all distinct, then the prinzary decotnposi
tion is said to he reduced (or irredundant). 

Theorem 2. 13. Let I be an ideal in a comnzutarive ring R.  lfl has a primary decom
position, then I has a reduced primary decon1position. 

PROOF. If I = Qt n · · · n Q71 (Qi primary) and some Qi contains Qt n · · · n 
Qi-t n Qi+t n · · · n Q7. , then I = Q1 n · · · n Qi-t n Qi+l n · · · n Qn is also a 
primary decomposition. By thus eliminating the su-perfluous Qi (and reindexing) we 
have I = Q1 n · · · n Qk with no Qi containing the intersection of the other Qi. Let 
P1, . . .  , Pr be the distinct prime ideals in the set { Rad Q., . . . , Rad Qk J .  Let 
Q/ ( 1  < i < r) be the intersection of all the Q's that belong to the prime Pi. By Theo
rem 2. 1 1  each Q/ is primary for P1. Clearly no Q/ contains the intersection of all the 

k r 

other Q/. Therefore, I =  n Qi = n Q/, whence I has a reduced primary de-

composition . • 
i = I i = l  

At this point there are two obvious questions to ask.  Which ideals have a reduced 
primary decomposition? Is a reduced primary decomposition unique i n  any way? 
Both questions wil l  be answered i n  a more general setting in the next section (Theo
rems 3 .5  and 3 .6). 
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E X E R C I S E S  
Note: R is always a commutative ring. 

1 .  Let R be a commutative Artinian ring with identity. 
(a) Every prime ideal of R is maximal [Hint: Theorems 111.2. 1 6  and 111.2.20 

and Exercises 1 .5 and 1 .  7]. 
(b) R has only a finite number of distinct prime ideals. 

2 .  If  R has an identity and {Pi I i e I} is a nonempty family of prime ideals of R 
which is linearly ordered by inclusion, then u pi and n pi are prime ideals. 

iel iel 

3 .  If P�,P2, • • •  , Pn are prime ideals in R and I is any ideal such that I �  Pi for all i, 
then there exists r e I such that r ' Pi for aiJ i. 

4. I f  R has an identity and Mt, . . .  , M,. are distinct maximal ideals in R, then show 
that M1 n M2 n · · · n Mr = M1M2 · · · Mr. Is this true if "maximal'· is replaced 
by "prime"? 

5. If R has an identity, then the set of all zero divisors of R is a union of prime 
ideals. 

6. Let R have an identity. A prime ideal P in R is called a minimal prime ideal of the 
ideal I if  I C P and there is no prime ideal P' such that I C P' C P. 

� 

(a) If an ideal / of R is contained in a prime ideal P of R, then P contains a 
minimal prime ideal of I. [Hint: Zornify the set of all prime ideals P' such that 
I C P' C P.] 

(b) Every proper ideal possesses at least one minimal prime ideal. 

7. The radical of an ideal / in a ring R with identity is the intersection of ali its min
imal prime ideals [see Exercise 6] . 

8 .  If R has an identity, I is an ideal and J is a finitely generated ideal such that 
J C Rad I, then there exists a positive integer n such that Jn C /. 

9. What is the radical of the zero ideal in Zn? 

1 0. If S is a multiplicative subset of a commutative ring R and I is an ideal of R, 
then s-1(Rad /) = Rad (S-1/) in the ring s-IR. 

l l _  Let Q (� R) be an ideal in R. Then Q is primary if and only if every zero divisor 
in  R/ Q is nilpotent (see Exercise 111. 1 . 1 2). 

12 .  If F is a field, then: 
(a) the ideal (x,y) is maximal in F(x,y] ; 
(b) (x,y)2 = (x2,xy,y2) S: (x2,y) S: (x,y) ; 

(c) the ideal (x2,y) is primary and the only proper prime ideal containing it 
is (x,y). 

1 3. In  the ring Z[x,y] the ideals (x2,y),(x�,y2),(x2,y3), • • •  , (xi,yi), . . . are all primary 
ideals belonging to the prime ideal (x,y). 

14 .  The conclusion of Theorem 2 . 1 1 is false if infinite intersections are al lowed. 
[Hint: consider Z.] I 

l 
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15 .  Let f: R � S be an epimorphism of commutative rings with identity. If J is an 
ideal of S, let 1 = J-1(1) . 

(a) Then I is primary in  R if and only if J is primary in S. 
(b) If J is primary for P, then I is primary for the prime ideal /-1(P). 

1 6. Find a reduced primary decomposition for the ideal / = (x2,xy,2) in Z[x,y] and 
determine the associated primes of the primary ideals appearing in this decom
position. 

17 .  (a) If p is prime and n > 1 ,  then (pn) is a primary, but not a prime ideal of Z. 
(b) Obtain a reduced primary decomposition of the ideal (1 2600) in  Z. 

I 8. If F is a field and I is the ideal (x2,xy) in F[x,y], then there are at least three dis
tinct reduced primary decompositions of I; three such are : 

(i) I = (x) n (x2,y) ; (ii) I = (x) n (x2,x + y) ; (iii) I = (x) n (x2,xy,y2). 

1 9. (a) In the ring Z[x], the following are primary decompositions : 

(4,2x,x2) = (4,x) n (2,x2) ;  

(9,3x + 3)  = (3) n (9,x + 1) .  

(b) Are the primary decompositions of part (a) reduced? 

3. PRI MARY DECOM POSITION 

We shall  extend the results of Section 2 in a natural way to modules. A unique
ness statement for reduced primary decompositions (of submodules or ideals) is 
proved as well as the fact that every submodule [ideal] of a Noetherian module [ring] 
has a primary decomposition. Throughout this section all rings are commutative 
with identity and all modules are unitary. 

Defin ition 3.1.  Let R be a co1nmutative ring with identity and B an R-1nodule. A sub
nlodule A (�B) is primary provided that 

r e R, b ' A and rb e A =:) rnB C A for some positive integer n. 

EXAMPLE. Consider the ring R as an R-module and let Q be a primary ideal 
(and hence a submodule) of R. If rb e Q with r e R and b ' Q, then rn e Q for some n. 
Since Q is an ideal ,  this implies rnR c Q. Hence Q is a primary submodule of the 
module R. Conversely every primary submodule of R is a primary ideal (Exercise 1) .  
Therefore, al l  results about primary submodules apply to primary ideals as well. 

Theorem 3.2. Let R be a co1nmutarive ring with identity and A a primary submodu/e 
of an R-module B. Then QA = { r E R I rB C A I is a primary ideal in R .  

PROOF. Since A � B, I n � QA , whence QA � R .  I f  rs e QA and s f QA, then 
sB � A. Con�equently, for some b e  B, sb 4 A but r(sb) e A . Since A is primary 
rnB c A for some n ;  that is, rn E Q.4 • Therefore, QA is primary. • 
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Let R,A,B, and Q A be as in Theorem 3 .2. By Theorem 2.9 Rad QA = P1 is a 
prime ideal. It is easy to see that P1 = { r e R I rnB C A for some n > OJ . A primary 
submodule A of a module B is said to belong to a prime ideal P or to be a P-primary 
submodule of B if P = Rad QA = { r e R I rnB C A for some n > 0} . This termi
nology is consistent with that used for ideals. In particular, if J is a primary ideal,  
then QJ = J. 

Definition 3.3. Let R be a commutative ring with identity and B an R-module. A sub
module c ofB has a primary decomposition ifC = AI n A!! n . . . n An, With each 
Ai a Pi-primary submodu/e of B for some prime ideal Pi of R. If no Ai contains 
AI n . . . n Ai-l n Ai+l n . . . n An and if the ideals P� , . . .  ' Pn are all distinct, 
then the primary decomposition is said to be reduced. 

Again the terminology here is consistent with that used for ideals. If C,Ai and Pi 
are as in the definition and P1 rZ Pi for allj :;C i, then Pi is said to be an isolated prime 
ideal of C. In other words, Pi is isolated if it is minimal in the set { P., . . .  , Pn } .  If Pi 
is not isolated it is said to be embedded. 

Theorem 3.4. Let R be a commutative ring with identity and B an R-module. If a 
submodule C ofB has a primary decomposition, then C has a reduced primary decom
position. 

SKETCH OF PROOF. The proof is similar to that of Theorem 2. 1 3 . Note that 
n 

if QA = { r e R / rB C  A I ,  then n QAi = Q n .·h · Thus if A., . . .  , Ar are all 
i = l  T 

P-primary submodules for the same prime ideal P, then n A� is also P-primary by 
i = l  

Theorem 2. 1 1 .  • 

Theorem 3.5. Let R be a commutative ring with identity and B an R-module. Let 
C ( � B) he a submodule ofB with two reduced primary deco1npositions, 

A1 n A2 n · · · n Ak = C = A/ n A2' rt · · · n As', 

where Ai is Pi-primary and A{ is P/-prinlary. Then k = s and (after reordering if 
necessary) Pi = Pi' for i  = 1 ,2, . . .  , k .  Furthermore if Ai and A/ both are Pi-primary 
and Pi is an isolated prime, then Ai = Ai'. 

PROOF. By changing notation if necessary we may assume that P1 is maximal 
in the set { P1, . . .  , Pk,Pt', . . .  , P./ } .  We shall  first show that P1 = P/ for some j. 
Suppose, on the contrary, that P. � P/ for j = 1 ,2, . . . , s. Since P1 is maximal we 
have P1 � P/ for j = 1 ,2, . . .  , s. Since the first decomposition is reduced, 
P�,P2, • • •  , Pk are distinct, whence P1 � P" for i = 2,3, . . . , k. By the contrapositive 
of Theorem 2.3, P1 � P2 U · · · U Pk U P1' U · · - U P..,'. Consequently, there exists 
r E P1 such that r ¢ Pi (i > 2) and r + P/ U > I )_ Since A 1  is P1-primary rnB C A1 for 
some positive integer n. Let C* be the submodule { x e B I rnx E C } . If k = 1 ,  then 
C = A 1  and hence C* = B. We claim that for k > 1 ,  C* = C and for k > 1 ,  
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C* = A2 n · · · n Ak. Now it is easy to see that A2 n · · · n Ak c C* and 
Al' n A2' n . . .  n A/ = c c C* for k > 1 .  Conversely, if X + Ai (i > 2), then 
rnx t Ai (otherwise rn E pi since Ai is Pi-primary, whence r E pi since Pi is prime). Con
sequently, rnx + c, whence X � C*. Therefore, C* c A2 n . . . n Ak for k > 1 .  A 
similar argument shows that C* C At' n A2' n · · · n A/ = C, so that C* = C 
(k > I) and C* = A2 n · · · n Ak (k > 1 ) .  If k = 1 ,  then as observed above C* = B. 
Thus C = C* = B, which contradicts the fact that C =F B. If k > 1 ,  then 

whence A2 n · · · n Ak C At. This conclusion contradicts the fact that the first de
composition is reduced. Thus the assumption that P. =F P/ for every j always leads 
to a contradiction. Therefore P. = P/ for some j, say j = 1 .  

The proof now proceeds by induction on k. If k = 1 ,  then we claim s = 1 also. 
For if s > 1 ,  then the argument above with P. = Pt' and the roles of A,,A/ reversed) 
shows that B = C* = A2' n · · · n As', whence A/ = B for some j > 2 .  Thus the 
second decomposition of C is not reduced, a contradiction. Therefore, s = 1 = k 
and A.  = C = A.'. Now assume that k > 1 and the theorem is true for all sub
modules that have a reduced primary decomposition of less than k terms. The argu
ment of the preceding paragraph (with P. = P.') shows that for k > 1 the sub
module C* has two reduced primary decompositions: 

By induction k = s, and (after reindexing) Pi = P/ for all i. This completes the in
duction and the proof of the first part of the theorem. 

Suppose Ai and A/ are both Pi-primary and Pi is an isolated prime. For con
venience of notation assume i = 1 .  Since P. is isolated, there exists for each j > 2, 
r1 e P1 - Pt. Then t = r2ra · · · rk E P1 for j > 1 ,  but t t P • .  Since A1 is Pi-primary, there 
exists for each j > 2 an integer n1 such that tniB C A1• Similarly, for each j > 2 
there is an m1 such that tmiB C A/. Let n = max { n2, . . .  , nk,n12, • • •  , mk } ;  then 
tnB C A1 and tnB C A/ for all j > 2. Let D be the submodule ( x  E B  I tnx E C} . To 
complete the uniqueness proof we shall show A. = D = At' · If x e A.,  then 
tnx e A . n A2 n · · · n Ak = C, whence x e D and A1 C D. Ifx e D, then rnx e C C  At .  
Since A1 is P.-primary and t ' P., we have tmB ¢ At, for all m > 0. Since At  is primary, 
we must have x e At ,  (otherwise tnx e At and x t A1  imply tnqB C A1 for some positive 
q by Definition 2 . 1 ). Hence D = A • .  An identical argument shows that A.' = D. 
Therefore, At = A.'. • 

Thus far we have worked with a module that was assumed to have a primary de
composition. Now we give a partial answer to the question: which modules [ideals] 
have primary decompositions? 

Theorem 3.6. Let R be a commutative ring with identity and B an R-n1odule satisfy
ing the ascending chain condition on submodules. Then every submodule A ('¢- B) has a 
reduced primary decomposition. In particular, every submodule A (� B) of a finitely 
generated 1nodule B over a commutative Noetherian ring R and every ideal ( =F R) 
of R has a reduced primary decomposition. 
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PROOF OF 3.6. Let S be the set of all submodules of B that do not have a 
primary decomposition. Clearly no primary submodule is in S. We must show that S is 
actually empty. If S is nonempty, then S contains a n1aximal element C by Theorem 
1 .4. Since C is not primary, there exist r E R and b E B - C such that rb E C but 
rnB � C for all n > 0. Let Br� = { x  E B I r'��x E CJ . Then each BTl is a submodule of B 
and B1 c Bz C B3 C · · · .  By hypothesis there exists k > 0 such that Bi = Bk for 
i > k. Let D be the submodule { x E B I x = rky + c for some y E B,c E C } .  Clearly 
c c Bk n D. Conversely, if X E BJ.. n D, then X = r''Y + c and rkx E C, whence 
r2k_v = rk(rky) = rk(x - c) = rkx - rkc E C. Therefore, y 2 B2k = Bk- Consequently, 
rky s c and hence X = rky + c E c. Therefore Bk n D c C, whence Bk n D = c. 
Now C � Bk � B and C � D � B since b E  B�r - C and ykB (L' C. By the maximal
ity of C in S, Bk and D must have primary decompositions. Thus C has a primary 
decomposition, which is a contradiction. Therefore S is empty and every submodule 
has a primary decomposition. Consequently, every submodule has a reduced 
primary decomposition by Theorem 3 .4. The last statement of the theorem is now an 
immediate consequence of Theorems 1 . 8 and 1 .9 .  • · 

E X E R C I S E S 
Note: Unless otherwise stated R is always a commutative ring with identity. 

1 .  Consider the ring R as an R-module. l f  Q is a primary submodule of R,  then Q is 
a primary ideal . 

2 .  (a) Let / : B -----+ D be an R-module epimorphism and C ( � D) a submodule of D. 
Then C is a primary submodule of D if and only if /-1( C) is a primary submodule 
of B. 
(b) If C and /-1( C) are primary, then they both belong to the same prin1e 
ideal P. 

3 .  If A (�B) is a submodule of the R-module B and P is an ideal of R such that 
(i) rx E A and x '  A (r E R,x E B) :::::) r E P; and 

(ii) r E p � rnB c A for some positive integer n, 

then P is a prime ideal and A is a P-primary submodule of B. 

4. If A is a P-primary submodule of an R-module B and _rx E A (r E R,x E B), then 
either r E P  or x E A. 

5 .  If  A is a P-primary submodule of an R-module B and C is any submodule of B 
such that C � A  then { r E R I rC C A }  is a P-primary ideal. [Hint :  Exercise 3 
may be helpful.] 

6. Let A be a P-primary submodule of the R-module B and let C be any submodule 
of B such that C $L A. Then A n C is a P-primary submodule of C. [Hint: Exer
cise 3 may be helpful . ]  

. 1. If B is an R-module and x E B, the annihilator of x, denoted ann x, IS 

{ r E R j rx = O J .  Show that ann x is an idea l. 

8. If B � 0 is an R-module and P is maximal in the set of ideals { ann x I 0 � x E B J 
(see Exercise 7), then P is prime. 
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9. Let R be Noetherian and let B be an R-module. If P is a prime ideal such that 
P = ann x for some nonzero x E B (see Exercise 7), then P is called an associated 
prime of B. 

(a) If B � 0, then there exists an associated prime of B. [Hint :  use Exercise 8.] 
(b) If B � 0 and B satisfies the ascending chain condition on submodules, then 

there exist prime ideals Pt, . . .  , Pr-t and a sequence of submodules B = Bt :::> 
B2 :::> · · · :::> Br = 0 such that Bi/ Bi-t 1 "'"' Rj Pi for each i < r. 

10. Let R and B be as in Exercise 9(b). Then the following conditions on r E R are 
equivalent : 

(i) for each x E B there exists a positive integer n(x) such that rn (;r>x = 0 ;  
(ii) r lies in every associated prime of B (see Exercises 9 and 1 5) .  

1 1 .  Let R be Noetherian, r E R, and B an R-module. Then rx = 0 (x E B) implies 
x = 0 if and only if r does not lie in any associated prime of B (see Exercises 8 
and 9) . 

12 .  Let R be Noetherian and let B be an R-module satisfying the ascending chain 
condition on submodules. Then the following are equivalent : 

(i) There exists exactly one associated prime of B (see Exercise 9); 
(ii) B � 0 and for each r E R one of the fol lowing is true: either rx = 0 im

plies x = 0 for all x E B or for each x E B there exists a positive integer n(x) such 
that r" dx>x = 0. [See Exercises 10  and 1 1 . ] 

1 3 . Let R and B be as in Exercise 1 2. Then a sub module A of B is primary if and only 
if B/ A has exactly one associated prime P and in that case A is P-primary; (see 
Exercises 9 and 1 2). 

14. Let R and B be as in Exercise 1 2. If A (�B) is a submodule of B, then every 
associated prime of A is an associated prime of B. Every associated prime of B 
is an associated prime of either A or B/ A ;  (see Exercise 9). 

15 .  Let R and B be as in Exercise 12 .  Then the associated primes of B are precisely 
the primes P1 , . . .  , P11 , where 0 = At n · · · n An is a reduced primary de
composition of 0 with each Ai Pi-primary. In  particular, the set of associated 
primes of B is finite. [Hint :  see Exercises 9, 1 3 ,  14.] 

1 6. Let S be a multiplicative subset of R and let A be a P-primary submodule of an 
R-module B. If p n s = 0' then s-IA is an s-IP-primary submodule of the 
s-l R-module s-IB. 

4. NOETH ERIAN RINGS AN D MODU LES 

This section consists of two independent parts. The first part deals primarily with 
Noetherian modules (that is, modules satisfying the ascending chain condition). A 
rather strong form of the Krull  Intersection Theorem is proved. Nakayama's Lemma 
and several of its interesting consequences are presented. In the second part of this 
section, which does not depend on the first part, we prove that if R is a commutative 
Noetherian ring with identity, then so are the polynomial" ring R[x�-t . . .  , xn] and the 
power series ring R[[x]] . With few exceptions all rings are commutative with identity. 

We begin by recalling that a comn1utative ring R is Noetherian if and only if R 
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satisfies the maximum condition on (two-sided) ideals (Definition 1 .2 and Theorem 
i .4), or equivalently if and only if every ideal of R is finitely generated (Theorem 1 .9) . 
As a matter of fact, one need only consider prime ideals of R :  

Proposition 4.1. (1. S. Cohen). A commutative ring R with identity is Noetherian if 
and only if every prime ideal ofR is finitely generated. 

SKETCH OF PROOF. ((:=::) Let S be the set of all ideals of R which are not 
finitely generated. If S is nonempty, then use Zorn's Lemma to find a maximal ele
ment P of S. P is prime by Proposition 2.4 and hence finitely generated by hypothesis. 
This is a contradiction unless S = 0. Therefore, R is Noetherian by Theorem 
1 .9. • 

We now develop the preliminaries needed to prove the Krull Intersection Theo
rem. If B is a module over a commutative ring R, then it is easy to see that 
I = { r E R I rb = 0 for all b E 8} is an ideal of R. The ideal / is called the annihilator 
of B in R. 

Lem ma 4.2. Let B be a finitely generated module over a commutative ring R with 
identity and let I be the annihilator of B in R .  Then B satisfies the ascending [resp. 
descending] chain condition on submodules if and only ifRji is a Noetherian [resp. 
Artinian] ring. 

SKETCH OF PROOF. Let B be generated by b�, . . .  , bn and assume B satisfies 
the ascending chain condition. Then B = Rb1 + · · · + Rbn by Theorem IV . 1 .5. Con
sequently, I = l1 n /2 n · · · n In, where li is the annihilator of the submodule Rb1• 
By Corollary III.2.27 there is a monomorphism of rings () : R/ I �  R/ /1 X · · · X R/ ln. 
It is easy to see that () is also an R-module monomorphism .. Verify that for eachj the 
map Rj 11 � Rb1 given by r + 11 J---t. rbi is an isomorphism of R-modules. Since the 
submodule Rb1 of B necessarily satisfies the ascending chain condition, so does R/ 11• 
Therefore, R/ 11 EB · · · EB R!In satisfies the ascending chain condition on R-sub
modules by Corollary 1 .  7.  Consequently its submodule Im () � R/ I satisfies the 
ascending chain condition on R-submodules. But every ideal of the ring R/ I is an 
R-submodule of R/ I. Therefore, R/ I is Noetherian.  

Conversely suppose Rj I is Noetherian. Verify that B is an Rj /-module with 
(r + l)b = rb and that the R/ I submodules of B are precisely the R-submodules. 
Consequently, B satisfies the ascending chain condition by Theorem 1 .8. • 

Recall that if I is any ideal in a ring R with identity and B is an R-module, then 

IB = { t r,b, I r, E /; h; E B; n e N* } is a submodule of B (Exercise IV.1 .3). 
1 = 1  

Lem ma 4.3. Let P be a prime ideal in a commutative ring R with identity. lfC is a 
P-primary submodule of the Noetherian R-module A, then there exists a positive 
integer m such that pmA C C. 
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PROOF. Let I be the annihilator of A in R and consider the ring R = R/ I. De
note the coset r + I E R by r. Clearly I C { r  E R I rA C C} C P, whence P = P/l is 
an ideal of R. A and C are each R-modules with ra = ra (r E R,a E A). We claim that 
C is a primary R-submodule of A .  If ra E C with r E R and a E A - C, then ra E C. 
Since C is a primary R-submodule, rnA C C for some n, whence rnA c C and 
C is R-primary. Since f r  e: R I rkA c C for some k > 0 }  = { r E R I rkA c C} 
= {r e R I r e P} = P, P is a prime ideal of R and C is a P-primary R-submodule of A 

(see Theorems 2.9 and 3.2). 
Since R is Noetherian by Lemma 4.2, P is finitely generated by Theorem 1 .9. 

Let fit, . . .  , Ps (pi E P) be the generators of P. For each i there exists ni such that 
PiniA c C. If m = nt + · · · + ns, then it follows from Theorems 111. 1 .2(v) and 
111.2.5(vi) that PmA C C. The facts--tha·t P = P/ I and lA = 0 now imply that 
PmA c C. • 

Theorem 4.4. (Krull Intersection Theorem). Let R be a commutative ring with 
ID 

identity, I an ideal ofR and A a Noetherian R-module. lfB = n JnA, then IB = B. 
n = l  

Theorem 4.4 was first proved i n  the case where R is a Noetherian local ring with 
maximal ideal /. The proof we shall give depends on primary decomposition (as did 
the original prooO. However, if one assumes that R is Noetherian, there are a num
ber of proofs that do not use primary decomposition (Exercise 2). 

PROOF OF 4.4. If IB = A, then A = IB c B, whence B = A = lB. If 
IB � A, then by Theorem 3.6 IB has a primary decomposition: 

IB = A 1 n A2 n · · · n A:r, 

where each Ai is a Pi-primary submodule of A for some prime ideal Pi of R. Since 
IB C B in any case, we need only show that B C Ai for every i in order to conclude 
that B c IB and hence that B = lB. 

Let i ( 1 < i < s) be fixed. Suppose first that I C Pi. By Lemma 4.3 there is an 
integer 1n such that PimA C Ai, whence B = n InA C lmA C PimA C Ai. Now 

n 

suppose I cJ: Pi. Then there exists r e: I - Pi. If B cJ: Ai, then there exists b E  B - Ai. 
Since rb E IB C A17 b 4 Ai and Ai is primary, rnA C Ai for some n > 0. Conse
quently, r E Pi since Ai is a Pi-primary submodule. This contradicts the choice of 
r E I - Pi. Therefore B C Ai. • 

Lem ma 4.5. (Nakayanta) lfJ is an ideal in a commutative ring R with identity, then 
the following conditions are equit·a/ent. 

(i) J is contained in every maximal ideal ofR; 
(ii) I R - j is a unit for every j E J; 
(iii) If A is a finitely generated R-n1odule such that JA = A, then A = 0; 
(iv) lfB is a submodule of a finitely generated R-module A such that A = JA + B, 

then A =  B. 

REMARK. The Lemma is true even when R is noncommutative, provided that 
(i) is replaced by the condition that J is contained in the Jacobson radical of R 
(Exercise IX.2 . 1 7). 
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PROOF OF 4.5. (i) => (ii) if j E J and 1 n - j is not a unit, then the ideal 
( 1 n - }) is not R itself (Theorem 111.3 .2) and therefore is contained in a maximal 
ideal M � R (Theorem 111 .2.1 8). But 1 /l  - j e M  and j E J C M imply that 1 R  E M., 

which is a contradiction. Therefore, I n• - j is a unit . 
(ii) =:) (iii) Since A is finitely generated, there must be a minimal generating set 

X = { a1 , • • •  � an l of A (that is., no proper subset of X generates A}. If A r! 0, then 
a1 r! 0 by minimality. Since JA = A, a. = }taa + j2a2 + · · · + fl!a'l! (ji e J), whence 
1Ra1 = a1 so that ( 1R - j1)a1 = 0 if n = 1 and 

Since lu - j1 is a unit in R, a. = (1 n - }.)-1(1 H. - }I)a1 . Thus if n = 1 ,  then a. = 0 

which is a contradiction. If n > 1 ,  then a. is a linear combination of a2, . . . , a.11 • 

Consequently, { a2, . . .  , a1l J generates A, which contradicts the choice of X. 
(iii) � (iv) Verify that the quotient module A/B is such that J(AjB) = A/B, 

whence A B = 0 and A = B by (iii). 
(iv) => (i) If M is any maximal ideal, then the idea l J R + M contains M. But 

JR + M r! R (otherwise R = M by (iv)). Consequently, JR + M = M by maxi
mality. Therefore J = J R c M. • 

We now give several applications of Nakayama's Lemma, beginning with a result 
that is the starting point of the theory of completions. 

Proposition 4.6. Let J be an ideal in a commutative ring R with identity. Then J is 
contained in every n1axin1al ideal ofR if and only if for every R-module A satisfying 

m 

the ascending chain condition on submodules, n JnA = 0. 
n = l  

PROOF. (�) If B = n JnA, then JB = B by Theorem 4.4. Since B is finitely 
n 

generated by Theorem 1 .9, B = 0 by Nakayama's Lemma 4.5. 
(<==) We may assume R r! 0. If M is any maximal ideal of R, then M r! R and 

A = R M is a nonzero R -module that has no proper submodules (Theorem IV . 1 . 1 0}. 

Thus A trivial ly satisfies the ascending chain condition, whence n JnA = 0 by hy-
n 

pothesis. Since JA is a submodule of A, either J A = A or 1 A = 0. If J A = A ,  then 
JnA = A for al l  n. Consequently, n J11A = A � 0, which is a contradiction. Hence 

n 

JA = 0. But 0 = JA = J(Rj M) implies that J C JR C M. • 

m 

Corolla ry 4.7. IJR is a Noetherian local ring with 1naximal ideal M, then n M71 = 0. 
n = l  

PROOF .. If J = M and A = R ,  then JnA = Mn; apply Proposition 4.6. • 

Proposition 4.8. JfR is a local ring, then every finitely generated project ice R-nlod
ule is free. 
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Actually a much stronger result due to I .  Kaplansky [63] is true, namely: every 
projective module over a (not necessarily commutative) local ring is free. 

PROOF OF 4.8. I f  P is a finitely generated projective R-module, then by 
Corollary IV .2.2 there exists a free R-module F with a finite basis and an epimor
phism 7r : F � P. Among all the free R-modules F with this property choose one with 
a basis { x1,x2, . . .  , xn l that has a minimal number of elements. Since 7r is an epimor-
phism { rr(x.), . . .  , rr(xn) } necessarily generate P. We shall first show that K = Ker 7r 
is contained in MF, where M is the unique maximal ideal of R.  If K ¢ MF, then 
there exists k E K with k 4 MF. Now k = r1x1 + r2x2 + · · · + rnXn with ri E R 
uniquely determined. Since k + MF., some r1, say r. , is not an element of M. By Theo
rem II1 .4. 1 3 ,  r1 is a unit, whence Xt - r.-1k = -r.-1r2x2 - · · · - r1-1rnXn . Conse-

quently, since k E Ker 1r, 1T(x,) = 1r(x, - r,-•k) = 'lr(f :2 -r,-•r,x;) = '/ � -r,r;'lr(X;) . 

Therefore, { 7r(x2), . . .  , 7r(xn) }  generates P. Thus if F' is the free submodule of F with 
basis { x2, . . .  , xTl } and 7r1 : F' --) P the restriction of 7r to F', then rr' is an epimor
phism. This contradicts the choice of F as having a basis of minimal cardinality. 
Hence K C  MF. 

Since 0 � K � F � P � 0 is exact and P is projective K ffi P ""' F by Theorem 
IV.3.4.  Under this isomorphism (k,O) � k for all k E K (see the proof of Theorem 
IV. l . I 8), whence F is the internal direct sum F = K ffi P' with P' ""' P. Thus 
F = K + P' C MF + P'. If u E F, then u = _4: nliVi + Pi with mi E M, Vi € F, Pi E P'. 

' 

Consequently, in the R-module FjP'., 

u + P' = 4: mivi + P' = 4: n11(v, + P') E M(F/P'), 
' ' 

whence M(F/P') = F/P' . Since F is finitely generated., so is F/P' .  Therefore 
K '"'"'  F/P' = 0 by Nakayama"s Lemma 4.5. Thus P ""'  P' = F and P is free. • 

We close this section with two well known theorems. The proofs are independent 
of the preceding ·part of this chapter. 

Theorem 4.9. (Hilbert Basis Theoretn) IJ R is a con1n1utative Noetherian ring with 
identity, then so is R [x t , . . .  , xnJ . 

PROOF. Clearly it suffices to show that R[x] is Noetherian. By Theorem 1 .9 we 
need only show that every ideal J in R[x] is finitely generated. 

For each n > 0, let ln be the set of all r E R such that r = 0 or r is the leading co
efficient of a polynomial f E J of degree n .  Verify that each /,, is an ideal of R. If r is a 
nonzero element of In and /E J is a polynomial of degree n with leading coefficient r, 
then r is also the leading coefficient of xf, which is a polynomial in J of degree n + 1 .  
Hence lo C /1 C /2 C · · · .  Since R is Noetherian, there exists an integer t such that 
In = It for all n > t ;  furthermore, by Theorem 1 .9 each In (n > 0) is finitely generated 
say In = (r1l �,rn2, . . .  , r71in). For each r,d with 0 < n < t and I < j < in, let fni E J be 
a polynomial of degree n with leading coefficient r71 i· Observe that loi = roi E R C R[x] . 
We shall show that the ideal J of R[x] is generated by the finite set of polynomials 
X = ( lni I 0 < n < r ;  I < j < in J .  
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Clearly (X) C J. Conversely, the polynomials of degree 0 in J are precisely the 
elements of /o and hence are contained in ( ... ¥). Proceeding by induction assume that 
(X) contains all polynomials of J of degree less than k and let g e J have degree k and 
leading coefficient r � 0. 

If k < r, then r e Jk and hence r = s,rkl + s2rk2 + · · · + Siifkik for some s1 e R. 
tk 

Therefore the polynomial L sihi e (X) has leading coefficient r and degree k. Con
i = I  

sequently� K - 2: si Jki has degree at most k - 1 .  By the induction hypothesis 
J 

g - L si Ai e (X), whence g c:: (X). 
j it it 

If k > r, then r E h = It and r = L sirti (s1 e R). Furthermore L sixk-tfti e (X) 
i = I  j = l  

has leading coefficient r and degree k.  Thus g - L s1x1;-tj;i has degree at most 
J 

k - I and lies in (X) by the induction assumption. Consequently, K e (X) and the in-
duction i s  complete. Therefore� J = (X). • 

Proposition 4.10. If R is a co1nmutatire Noetherian rinK with identity, then so is 
R[[x] ] .  

REMARK. Our proof makes use of Proposition 4. 1 .  Although we shall not do 
so, the technique used to prove Theorem 4.9 may also be used here, with nonzero 
coefficients of lowest degree replacing those of highest degree in the argument. How
ever, great care must be used to insure that certain power series constructed in
ductively in  the course of the proof are in fact validly defined. The Axiom of Choice 
and some version of the Recursion Theorem are necessary (this part is frequently 
obscured in many published proofs of Proposition 4 . 1  0). 

PROOF OF 4.10. It suffices by Proposition 4.1 to prove that every prime ideal 
P in Rl[x]J is finitely generated. Define an epim.orphism of rings R[[x)] � R by 

co 

mapping each power series f = L aixi onto its constant term a0• Let P* be the image 
i = O  

of P under this map . Then P*  i s  a finitely generated ideal in  R (Exercise 111.2. 1 3  and 
Theorem 1 .9), say P* = (r1 , . . .  , r11). For each r, choose J,. e P with constant term ri. 

If X E P, we claim that p is generated by r� . . . .  , rn,X. First note that if 

jj, = rk + ± aiX\ then rk = fk - x(£ a,+,x;) E P. If g = i b, � '  e P, then 
i = l J = O 1 = 0  n 

bo = s1r1 + · · · + s7LrFt for some si e R. Consequently, g - L siri has 0 constant 
i =  1 

term ; that is, K - L siri = xg1 (gt e R[[x]]). Therefore g = L sir., +  xg1 and P is 
i i 

generated by r. , . . .  , r11 ,x. 
co 

If x ¢ P, we claim that P is generated by /I, . . . , fn � P. If h = L c'£xt e P, then 
n i = O  

Co = r.r1 + · · · + tnrn for some tz E R. Consequently, h - L ti Ji = xh* for some 
i =  I 

h* E R[[x]] . Since x t P and xh* = h - L fiji E P and P is prime, we have h* E P. 
i m 

For each h E  P, choose ri E R and h* e P such that h = L r.,j; + xh* (Axiom of 
i = l  
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Choice). Let A : P � P be the map defined by h � h* . Let g be any element of P. 
Then by the Recursion Theorem 6.2 of the Introduction (with A = fn for all n) there 
is a function cf> : N � P such that 

¢(0) = g and ¢(k + I )  = A(¢(k)) = ¢(k)* 

Let ¢(k) = hk E R [[x]] and denote by hi the previously chosen elements of R 
such that 

n n 

hk = .L rkif, + xhk * = .L hih + xhk+I · 
i = l  i = l 

co 

For each i ( 1  < i < n) let g� = _L hixk E R [ [x]] .  Then 
k = O  

co 

Consequently, for each m > 0 the coefficient of xm in g1 j; + · · · + Kn h  is the same 
m 

as the coefficient of xm in _L (h�c - xhk+t)xk_ Since 
k = O  

m 

L (hk - xhk+l>xk = ho - xm+lhm+1 = g - xm+lhm,l, 
k = O  

the coefficient of xm in  ftg• + · · · + _(ng .. is precisely the coefficient of xm in g. There
fore_, g = K1 /J + K2 h + · · · + Kn In and /., . . .  , In generate P. • 

E X E R C I S E S  
l .  Let R be a commutative ring with identity and I a finitely generated ideal of R .  

Let C be a submodule of an R-module A .  Assume that for each r e I there exists a 
positive integer m (depending on r) such that rmA C C. Show that for some 
integer n, JnA C C. [Hint : see Theorems 111 . 1 .2(v) and 111.2.5(vi)). 

2. Without using primary decomposition, prove this version of the Krull Inter
section Theorem. If R is a commutative Noetherian ring with identity, I an ideal 

co 

of R. A a finitely generated R-module, and B = n JnA , then IB = B. (Hints: 
n = l  

Let C be maxin1al in the set S of all  submodules S of A  such that B n S = lB. It 
suffices to show lm A C C for some 1n . By Exercise 1 it suffices to show that for 
each r E I, rn A C Cfor some n (depending onr). For each k, let Dk = { a e  A I rk

a E C} . 
Do C D. C D2 C · · · is an ascending chain of R-submodules ; hence for some n, 
Dk = Dn for all k > n. Show that (rnA + C) n B = lB. The maximality of C 
implies rnA + c = c, that is, rT'A c C.] 

3 .  Let R be a Noetherian local ring with maximal ideal M. If the ideal M/M2 in 
R/ M2 is generated by {a1 + M2, • • •  , an + M2}, then the ideal M is generated 
in R by {at ,  . . .  , an} . 
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4. (Nakayama's Lemma, second version) Let R be a commutative ring with identity, 
J an ideal that is contained in every maximal ideal of R, and A a finitely generated 
R-module. If RjJ @R A = 0, then A = 0. [Hint .- use the exact sequence 
0 � J � R � R/ J � 0 and the natural isomorphism R @R A 1"'..) A to show 
JA = A.J  

5 .  Let R and J be as in Exercise 4; let A be a finitely generated R-module and 
f : C � A an R-module homomorphism. Then f induces a homomorphism 
J :  CjJC ---) A/JA in the usual way (Corollary IV. 1 .8). Show that if lis an epimor
phisnl, then f is an epimorphism. 

6. (a) Let R be a commutative ring with identity. If every ideal of R can be generated 
by a finite or denumerable subset, then the same is true of R [xJ . 
(b) State and prove an analogue of part (a) for R[[x] l ;  (the answer is not quite 
the same here). 

7. Let R be a commutative ring with identity and let f,g E R[lxJ] .  Denote by I n  f, the 
co 

initial degree of f (that is, the smallest n such that aTI � 0, where f = L aixi). 
i = O  

Show that 
(a) In ( /+ g) > min (In J, In g). 
(b) In ( fg) > In f + In g. 
(c) If R is an integral domain, In ( fg) = In f + In g. 

8. Let R be a commutative Noetherian ring with identity and let Q1 n · · · n Q,l = 0 

be a reduced primary decomposition of the ideal 0 of R with Qi belonging to the 
prime ideal Pi. Then P, U P2 U · · · U P n is the set of zero divisors in R .  

9 .  Let R be a commutative ring with identity. If every maximal ideal of R is of the 
form (c), where c2 = c, for some c E R,  then R is Noetherian. [Hinr: show that 
every primary ideal is maximal ;  use Proposition 4. 1 .] 

5. RI NG EXTENSIONS 

In the first part of this section ring extensions are defined and the essential 
properties of integral extensions are developed. The last part is devoted to the study 
of the relations between prime ideals in rings R and S, where S is an extension ring of 
R.  Throughout this section all rings are commutatice witlt identit_v. 

Defin ition 5.1. Let S be a commutarice ring with identity and R a suhring ofS con
taining 1 s .  Then S is said to be an extension ring ofR .  

EXAMPLES. Every extension field F of a field K is obviously an extension ring 
of K. If R is a commutative ring with identity, then R[[x]] and R[xh . . . , x,J are ex
tension rings of R. The ring Z is not an extension of the subring E of even integers 
since E does not contain 1 .  
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Definition 5.2. Let S be an extension ring of R and s e S. If there exists a monic 
polynomial f(x) e R [x] such that s is a root off (that is, f(s) = 0), then s is said to he 
integral ocer R .  If ecery element ofS is intel(ral ot·er R,  S is said to be an integral ex
tension of R .  

The key feature of Definition 5.2 is the requirement that fbe monic. 

EXAMPLES. Every algebraic extension field F of a field K is an integral exten
sion ring (see the Remarks after Definition VJ .4). The ring R is i ntegral over itself 
since r e R is a root of x - r e R[x] . In the extension of Z by the real field R, 1 /'V3 is 
algebraic over Z since it is a root of 3x2 - 1 but 1 I� is not integral over Z. How
ever, l/-v3 is integral over the rational field Q since it is a root of x2 - 1 /3 .  

Let S be an extension ring of R and X a subset of S. Then the subring generated by 
X over R is the intersection of all subrings of S that contain X U R ;  it is denoted 
R[X]. The first half of Theorem V.1 .3 is valid for rings and shows that R[X]con-
sists of all elements f(s. , . . . , S11 ) with n e N*, fe R[xt , . . .  , Xn] and si e X. In  par-
ticular, for any S�ot • • •  , St e S the subring generated by 1 s., . . .  , st l over R, which is 
denoted R[s� , . . .  , St] , consists of all elements f(s�, . . . , St) with fe R [x� , . . .  , x,] . An 
element of R [s. , . . .  , st] is sometimes called a polynomial in s. , . . . , s,. Despite this 
terminology R [s� , . . .  , St] need not be isomorphic to the polynomial ring R[x�, . . .  , Xt] 
(for example, f(st, . . .  , s,) may be zero even though /is a nonzero polynomial). It is 
easy to see that for each i ( 1 < i < t).. R [s., . . .  , Si- . ] [si] = R[s�, . . .  , si] - Since 
R [s� , . . .  , st} is a ring containing R, R[s. , . . .  , s,] is an R-module in the obvious way. 
Likewise every module over R[sb . . .  , stl is obviously an R-module. 

Theorem 5.3. Let S be an extension ring ofR and s e S. Then the following conditions 
are equivalent. 

(i) s is integral ocer R ;  
(ii) R[s] is a finitely generated R-nzodule ;  

(iii) there is a subring T ofS containing 1 s and Rls] which is finitely generated as an 
R-module; 

(iv) there is an R[s]-submodule B ofS which is finitely generated as an R-module 
and whose annihilator in R[s] is zero. 

SKETCH OF PROOF. (i) � (ii) Suppose s is a root of the monic polynomial 
f 2 R [x] of degree n. We claim that l u  = s0,s,s2, • • •  , s?1-l generate R[s] as an 
R-module. As observed above, every element of R[s] is of the form g(s) for some 
g e R[x ] . By the Division Algorithm 111 .6.2 g(x) = f(x)q(x) + r(x) with deg r < degf. 
Therefore in S, g(s) = f(s)q(s) + r(s) = 0 + r(s) = r(s). Hence g(s) is an R-linear 
combination of 1 n,s,s2, • • •  , sm with 1n = deg r < deg f = n. 

(ii) => (iii) Let T = R[s] . 
(iii) � (iv) Let B be the subring T. Since R C R[s] c T, B is an R[s]-module 

that is finitely generated as an R-module by (iii). Since l s  e B, uB = 0 for any u e S 
implies u = ul s = 0;  that is, the annihilator of B in R[s] is 0. 

(iv) � (i) Let B be generated over R by b�, . . .  , b71 . Since B is an R[s]-module 
sbi e B for each i. Therefore there exist rii e R such that 
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sb1 = rub1 + r12b2 + · - - + rtTibn 
sb2 = r21b1 + r22b2 + · · · + r2nbn 

Consequently, 

(rn - s)bi + r12�b2 + · · · + r • .,.br� = 0 
r21b1 + (r22 - s)h2 + · · · + r2nbn = 0 

Let M be the n X n matrix (rii) and let d c: R[s] be the ·determinant of the matrix 
M - sin . Then dbi = 0 for all i by Exercise Vll .3 .8 .  Since B is generated by the 
b1 , dB = 0. Since the annihilator of B in R[s] is zero by (iv) we must have d = 0. If f 
is the polynomial I M - xln l  in R[x], then one off, -f is monic and 

± f(s) = ± I M - sln l = ±d = 0. 

Therefore s is integral over R. • 

Corollary 5.4. IJS is a ring-extension ofR andS is finitely generated as an R-module, 
then S is an integral extension ofR .  

PROOF. For any s c: S let S = T in part (iii) of Theorem 5.3.  Then s is integral 
over R by Theorem 5 .3(i). • 

The proofs of the next propositions depend on the following fact. If R C S C T 
are rings (with lr c: R) such that T is a finitely generated S-module and S is a finitely 
generated R-module, then Tis a finitely generated R-module. The second paragraph 
of the proof of Theorem IV.2. 1 6  contains a proof of thi� fact, mutatis mutandis. 

Theorem 5.5. IJS is an extension ring ofR and St , • . •  , St c: S are integral over R ,  
then R[s., . . .  , St] is a finitely generated R-1nodule and an inTegral extension ring ofR. 

PROOF. We have a tower of extension rings : 

For each i, si is integral over R and hence integral over R [s. , . . .  , Si_J] . Since 
R[s� , . . .  , si] = R [s1 , . . .  , si_.J(s�], R[s. , . . .  , si] is a finitely generated module over 
R [sh . . .  � si-d by Theorem 5.3 (i), (ii). Repeated application of the remarks preced-
ing the theorem shows that R[s� , . . .  , sn] is a finitely generated R-module. Therefore, 
R[s�, . . .  , sn] is an integral extension ring of R by Corollary 5 .4. • 
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Theorem 5.6. lfT is an integral extension ring ofS and S is an integral extension 
ring ofR, then T is an integral extension ring ofR .  

PROOF. T is obviously an extension ring of R. I f  t e T, then r is integral over S 
n 

and therefore the root of some monic polynomial /e S[x] , say f = .L sixi. Since fis 
i = O  

also a polynomial over the ring R[so,s1 1  • • •  , sn-d,  t is integral over R[so, . . . , sn-t] . 
By Theorem 5.3 R[so, . . .  , sn-d[r] is a finitely generated R[s0, • • •  , sn_t]-module. But 
since S is integral over R, R[so, . . .  , sn-I] is a finitely generated R-module by Theorem 
5.5. The remarks preceding Theorem 5 .5 show that 

R[so, . . .  , Sn-d[t] = R[so, . . . , Sn-t ,t] 

is a finitely generated R-module. Since R[t] C R[so, . . .  , sn_. ,t] ,  t is integral over R 
by Theorem 5.3(iii). • 

Theorem 5.7. Let S be an extension ring ofR and fer R be rhe set ofa/1 elements ofS 
A 

that are integral over R .  Then R is an integral extension ring ofR which contains every 
subring ofS that is integral over R .  

PROOF. If s, t e R, then s, t e R(s, t], whence t - s e R[s,t] and ts e R[s,t]. Since s 
and t are integral over R, so is the ring R[s,t] (Theorem 5.5). Therefore t - s e R and 
ts e R. Consequently, R is a subring of S (see Theorem 1 .2.5). R contains R since 
every element of R is trivially integral over R. The definition of R insures that R is 
integral over R and contains all subrings of S that are integral over R. • 

If S is an extension ring of R, then the ring R of Theorem 5.7 is called the integral 
closure of R in S. If R = R, then R is said to be integrally closed in S. 

REMARKS. (i) Since l n  e R C R, S is an extension ring of R. Theorems 5.6 and 
5.7 imply that R is itself integrally closed in S. (ii) The concepts of integral closure 
and integrally closed rings are relative notions and refer to a given ring R and a par
ticular extension ring S. Thus the phrase uR is integrally closed" is ambiguous unless 
an extension ring S is specified. There is one case, however, in which the ring S is 
understood without specific mention. An integral domain R is said to be integrally 
closed provided R is integrally closed in its quotient field (see p. 144) . 

EXAMPLE. The integral domain Z is integrally closed (in the rational field Q;  
Exercise 8). However, Z is not integrally closed in  the field C of complex numbers 
since i e C is integral over Z. 

EXAMPLE. More generally, every unique factorization domain is integrally 
closed (Exercise 8) .  In particular, the polynomial ring F[x�, . . .  , x�] (F a field) is 
integrally closed in  its quotient field F(x1, . . .  , Xn). 

The following theorem is used only in the proof of Theorem 6.10.  

Theorem 5.8. Let T be a n1ultiplicarive subset of an integral don1ain R such that 
0 ' T. If R is integrally closed, then T-1R is an integrally closed integral domain. 
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SKETCH OF PROOF. T-1R is an integral domain (Theorem 111.4.3(ii)) and R 
may be identified with a subring of T-1R (Theorem Ill.4.4(ii)). Extending this identi
fication, the quotient field Q(R) of R may be considered as a subfield of the quotient 
field Q(T-1R) of T-1R. Verify that Q(R) = Q(T-1R). 

Let u E Q(T�l R) be integral over r--l R;  then for some rz E R and s1 E T, 

Multiply through this equation by S71, where s = SoS1 • • • sn·-• E T, and conclude that 
su is integral over R.  Since su E Q(T-

•R) = Q(R) and R is integrally closed, su E R. 
Therefore, u = suj s c T-1R, whence T-1R is integrally closed . • 

The remainder of this section is devoted to exploring the relationships between 
(prime) ideals in rings R and S, where S is an extension ring of R. The only point in 
the sequel where this 1naterial is used is in the proof of Lemma 7 .3 .  

If S is an extension ring of R and I (�S) is an ideal of S, it  is easy to see that 
I n R � R and 1 n R is an ideal of R (Exercise 1 0). The ideal 1 = I n R is called 
the contraction of I to R and I is said to lie over 1 _ 

If Q is a prime ideal in an extension ring S of a ring R, then the contraction 
Q n R of Q to R is a prime ideal of R (Exercise 1 O)o The converse problem is : given 
a prime ideal P in R does there exist a prime ideal Q in S that lies over P (that is, 
Q n R = P)? There are many examples where the answer is negative (for example, 
the extension of Z by the field Q of rationals) . A partial solution to the problem is 
given by the next theorem, which is due to Cohen-Seidenberg. 

Theorem 5.9. (Lying-over Theoren1) Let S be an integral extension ring o[R and P a 
prime ideal of R .  Then there exists a prime ideal Q in S which lies over P (that is, 
Q n R = P). 

PROOF. Since P is prime, R - P is a multiplicative subset of R (Theorem 2.1) 

and hence a multiplicative subset of S. Clearly 0 4 R - P. By Theorem 2.2 there is an 
ideal Q of S that is maximal in the set of all ideals I of S such that I n (R - P) = 0; 
furthermore any such ideal Q is prime in S. Clearly Q n R c P. If Q n R � P, 
choose u E P such that u ¢ Q 0 Then the ideal Q + (u) in S properly contains Q 0 By 
maximality there exists c c ( Q + (u)) n (R - P), say c = q + su (q € Q ;s E S). Since 
s is integral over R, there exist ri E R such that 

Multiplying this equation by un yields 

Since su = c - q the Binomial Theorem II I . L6 implies that 

But v E R and hence c c R n Q c P. But u E p and D E p imply c>'l E P. Since p is 
prime, c must lie in P, which is a contradict ion. • 
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Corollary 5.10. (Going-up Theoren1) Let S be an integral extension ring ofR and P1, 
P prilne ideals in R such that P1 C P. lfQt is a prin1e ideal ofS lying over P1, then there 
exists a prime ideal Q nfS such that Q1 C Q and Q lies over P. 

SKETCH OF PROOF. As in the proof of Theorem 5.9, R - P is a multiplica
tive set in  s. Since Ql n R = PI c P, we have Ql n (R - P) = SZ5. By Theorem 
2.2 there is a prime ideal Q of S that contains Qt and is maximal in  the set of all ideals 
I of S such that Q1 c I and I n (R - P) = SZ5 .  The proof of Theorem 5. 9 now 
carries over verbatim to show that Q n R = P. • 

Theorem 5.11.  Let S be an integral extension ring ofR and P a prime ideal in R. lfQ 
and Q' are prin1e ideals in S such that Q C Q' and both Q and Q' lie over P, then 
Q = Q'. 

PROOF. It suffices to prove the fol lowing statement : if Q is a prime ideal in S 
such that Q n R = P, then Q is maximal in the set S of all ideals I in S with the 
propeny I n (R - P) = SZ5. 

If  Q is not maximal in S, then there is an ideal / in S with 

Q C I and I n (R - P) = 0. 
� 

Consequently, I n R c P. Choose u E I - Q. Since u is integral over R, the set of 
all monic polynomials fE R[x] such that deg f> 1 and f(u) E Q is nonempty. Choose 

n 

such an f of least degree, say f = .L rixi. Then 
i = O  

un + r n-lun-t + · · - + r1u + ro E Q C I, 

whence ro E I n R c p = Q n R c Q. Therefore 

u(un-I + rn-Iun-2 + · · - + r2u + r1) E Q. 

By the minimality of deg f, (un-t + rn�1u71-2 + · · · + r1) � Q, and u f Q by choice. 
This is a contradiction since Q is prime (Theorem 111.2 . 1 5). Therefore Q is maximal 
in S. • 

Theorem 5 . 12.  Let S be an integral extension ring o[R and let Q be a prime ideal in S 
which lies over a prime ideal P in R. Then Q is maxin1al in S if and only ifP is n1axilnal 
in R.  

PR(lOF. Suppose Q is maximal in S. By Theorem 111 .2 . 18  there is a maximal 
ideal M of R that contains P. M is prime by Theorem 111.2 . 1 9. By Corol lary 5. 10 
there is a prime ideal Q' inS such that Q C Q' and Q' lies over M. Since Q' is prime, 
Q' � S (Definition 111 .2. 14) .  The maximality of Q implies that Q = Q', whence 
P = Q n R = Q' n R = M. Therefore, P is maximal in R. 

Conversely suppose P is maxirnal in  R. Since Q is prime in  S,Q � S and there is 
a maximal ideal N of S containing Q (Theorem 111 .2.1 8). N is prime by Theorem 
111.2. 1 9, whence l R  = 1 s  4 N. Since P = R n Q C R n N C R, we must have 

#-
p = R n N by maximality. Thus Q and N both lie over P and Q c N. Therefore, 
Q = N by Theorem 5 . 1 1 .  • 
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E X E R C I S E S  
Note: Unless otherwise specified, S is always an extension ring of R. 

1 .  Let S be an integral extension ring of R and suppose R and S are integral do
mains. Then S is a field if and only if R is a field. [Hint: Corollary III.2.21 .] 

2. Let R be an integral domain. If the quotient field F of R is integral over R, then 
R is a field. 

3 .  Let R be an integral domain with quotient field F. If O ¢ a  € R and 1 R/a € F is 
integral over R, then a is a unit in R. 

4. (a) Let R be an integral domain with quotient field F. If 0 � a € R, then the 
fallowing are equivalent : 

(i) every nonzero prime ideal of R contains a ;  
(ii) every nonzero ideal of R contains some power of a: 

(iii) F = R[In/ a] (ring extension). 
An integral domain R that contains an element a ¢ 0 satisfying (i)-(iii) is called 
a Goldmann ring. 

(b) A principal ideal domain is a Goldmann ring if and only if it has only finitely 
rna ny distinct primes. 
(c) Is the homomorphic image of a Goldmann ring also a Goldmann ring? 

5 .  If S is an integral extension ring of R and f : S --4 S is a ring homomorphism, 
such that f(l s) = I s, then /(S) is an integral extension ring of f(R). 

6 .  If  S is an integral extension ring of R, then S[x1, . . .  , X11] is  an integral extension 
ring of R[x1, . . .  , x,J. 

7. If  S is an integral extension ring of R and Tis a multiplicative subset of R (0 � T), 
then T- 1s is an integral extension of T-1R. [Hint: If sjr E T-1S, then sjt = 

¢r(sX1 R/ t), where cl>r : S � T-1S is the canonk·al map (Theorem 111 .4.4). Show 
that tJ>r(s) and ln/t are integral over r-1R, whence s/t is integral over T-1R by 
Theorem 5.5. ]  

8. Every unique factorization domain is integral ly closed. [Hint: Proposition 
Ill.6.8.] 

9. Let T be a commutative ring with identity and lSi I i E /} , { Ri I i E /} families of 
subrings such that T is an extension ring of Si and Si is an extension ring of Ri for 
every i. If each Ri is integrally closed in Si, then n Ri is integrally closed in n Si. . . 

l 1 

10. (a) If I (¢S) is an ideal of S, then I n R ¢ R and I n R is an ideal of R. 
(b) If Q is a prime ideal of S, then Q n R is a prime ideal of R. 

6. DEDEK I N D  DOMAINS 

In this section we examine the class of Dedekind domains. It  lies properly be
tween the class of principal ideal domains and the class of Noetherian integral 
domains. Dedekind domains are important in algebraic number theory and the 
algebraic theory of curves. The chief result is Theorem 6. I 0 which characterizes 
Dedekind domains in several different ways. 
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The definition of a Dedekind domain to be given below is motivated by the 
following facts. Every principal ideal domain D is Noetherian (Lemma III.3 .6). Con
sequently, every ideal (¢ D) has a prirnary decomposition (Theorem 3.6).  The intro
duction to Section 2 shows that a particularly strong form of primary decomposition 
holds in a principal ideal domain, namely: every proper ideal is (uniquely) a prod
uct of prime ideals. 

Defin ition 6.l.A Dedekind domain is an integral don1ain R in which every ideal ( ¢ R) 
is the product of a finite number of prime ideals. 

EXAMPLE. The preceding discussion shows that every principal ideal domain 
is Dedekind. The converse, however, is false. There is an example after Theorem 6. 10 
below of a Dedekind domain that is not a principal ideal domain. 

It is not immediately evident from the definition that every Dedekind domain is 
in fact Noetherian. In order to prove this fact and to develop other properties of 
Dedekind domains we must introduce the concept of a fractional ideal. 

Defin ition 6.2. Let R he an integral don1ain with quotient field K. A fractional ideal 
of R is a nonzero R-suhmodule I of K such that ai C R for some nonzero a e: R .  

EXAMPLE. Every ordinary nonzero ideal / in an integral domain R is an R-sub
module of R and hence a fractional ideal of R. Conversely, every fractional ideal of R 
that is contained in R is an ordinary ideal of R. 

EXAMPLE. Every nonzero finitely generated R-subrnodule I of K is a fractional 
ideal of R. For if I is generated by b�, . . .  , bn e: K, then I = Rh. + · · · + Rb.,_ and for 
each i, bi = ci/ ai with 0 ¢ ai, c;, e: R.  Let a = a1a2 · · · an. Then a ¢ 0 and 
a/ = Ra2 · · · ancl + · · · + Ra1 · · · an-ICn C R . 

REMARK. If I is a fractional ideal of a domain R and a/ C R (0 ¢ a e: R), then 
a/ is an ordinary ideal in  R and the map I ---+ a/ given by x � ax is an R-module 
isomorphism. 

Theorem 6.3.  If R is an integral domain with quotient field K, then the set of all 
fractional ideals ofR jorn1s a con1mutative monoid, with identity R and nJultiplication 

given by IJ = {t a,b, I a1 e: I ;  b, e: J;  n. e: N•} . 
t = l  

PROOF. Exercise; note that if I and J are ideals in R, then /J is the usual product 
of ideals. • 

A fractional ideal I of an integral domain R is said to be invertible if 11 = R for 
some fractional ideal J of R. Thus the invertible fractional ideals2 are precisely those 
that have inverses in the monoid of al l fractional ideals. 

2Jn the literature invertible fractional ideals are sometimes called simply invertible ideals. 
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REMARKS. (i) The inverse of an invertible fractional ideal I is unique and is 
J-I = I a e K ]  a/ C R J .  Indeed for any fractional ideal / the set J-1 = { a  e K I a/ C R }  
is easily seen to be a fractional ideal such that J-•J = JJ-1 C R. If I is invertible and 
IJ = Jl = R, then clearly J C J-1 • Conversely, since J-1 and J are R-submodules of 
K, J-1 = RJ-I = (J/)J-1 = J(/J-1) c J R = RJ C 1� whence J = J-1. 

(ii) If I,A,B are fractional ideals of R such that /A = IB and I is invertible, then 
A = RA = (J-1l)A = J-1(/B) = RB = B. 

(iii) If I is an ordinary ideal in R, then R c J-1 • 

EXAMPLE. Every nonzero principal ideal in an integral domain R is invertible. 
If K is the quotient field of R and I =  (b) with b � 0, let } = Rc C K where c = 1 R/b. 
Then J is a fractional ideal of R such that /J = R. 

Invertible fractional ideals play a key role in characterizing Dedekind domains. 
The next five results develop some facts about them. 

Lem ma 6.4. Let I, I., l2, . . .  , t, be ideals in an integral domain R.  

(i) The ideal 1.12 - • - In is incertible if and only if each Ij is invertible. 
(ii) If P1 · · · P m = I = Ql · · · Q,H where the Pi and Qj are prime ideals in R and 

every Pi is invertible, then m = n and(after reindexing) Pi = Qi for each i = 1 ,  . . .  � m. 

PROOF. (i) If J is a fractional ideal such that J(/1 · · · /'II) = R, then for each 
j = 1 ,2, . . . , n, lll/1 · · · li-1/i+I · · · /..,) = R, whence Ii is invertible. Conversely, if 
each Ii is invertible, then (/1 · · · In) (/1-1 • • · In -1) = R, whence /1 • · · In is invertible. 

(ii) The proof is by induction on m with the case n1 = 1 being left to the reader. 
If m > 1 ,  choose one of the Pi, say P�, such that P. does not properly contain P, for 
i = 2, . . . ..  n1 . Since Q. - · · Qn = P1 · · · Pm C P1 and P. is prime some Qi, say Q1, is 
contained in Pt (Definition 111.2. 14).  Similarly since P1 · · · P m = Q1 · · · Qn C Q1 , 
Pi C QI for some i. Hence Pi C QI C P1 . By the minimality of P1 we must have 
Pi = QI = P1. Since P1 = Q. is invertible, Remark (ii) after Theorem 6.3 implies 

P2P3 · · · Pm = Q2Qa · · · Qn. 

Therefore by the induction hypothesis m = n and (after reindexing) Pi = Qi for 
i = 1 ,2, . . .  , n1. • 

The example preceding Lemma 6.4 and Theorem 111.3.4 show that every nonzero 
prime ideal in a principal ideal domain is both invertible and maximal. Mare generally 
we have 

Theorem 6.5. /fR is a Dedekind domain, then ecery nonzero prime ideal of R is in
vertible and maximal. 

PROOF. We show first that every invertible prime ideal P is maximal .  If 
a € R - P� we must show that the ideal P + Ra generated by P and a is R. If 
P + Ra � R, then since R is Dedekind, there exist prime ideals Pi and Qi such that 
P + Ra = P.P2 - - · Pm and P + Ra

2 = Q1Q2 · · · Q71• Let 1r :  R --4 RjP be the canoni
cal epimorphism and consider the principal ideals in Rj P generated respectively by 
1r(a) and 1r(a2) . Clearly 

(1r(a)) = 7r(Pt) · · · 7r(Pm) and (7r(a2)) = 1r(Q1) · · · 7r(Qn) -
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Since ker 1r = P C  Pi and P C  Qi for each i, the ideals 1r(Pi) and 1r(Qi) are prime in 
R/ P (Exercise I ll .2 . 17(a)) . Since R/ P is an integral domain (Theorem 111.2.1 6), every 
principal ideal in R/ P is invertible (see the example preceding Lemma 6.4). Con
sequently, 1r(Pt) and 1r(Q1) are invertible by Lemma 6.4(i). Since 

1r( Q.) · · · 1r( Qn) = (7r(a2)) = (1r(a))2 = 1r(P1)2 • • • 1r(P m)2, 

Lemma 6.4(ii) implies n = 2nJ and (after reindexing) 1r(Pi) = 1r(Q2i) = 1r(Q2i-1) for 
i = 1 ,2, . . . , m. Since Ker 1r = P C Pi and P C Q1 for all i,i, 

Pi = 7r-1(7r(Pi)) = 1r-1(1r(Qti)) = Qti 
and similarly Pi = Q21-t for i =  1 ,2, . . . , m. Consequently, P + Ra2 = (P + Ra)2 

and P C P + Ra2 C (P + Ra)2 C P2 + Ra. If b = c + ra e P (c € P2,r e R), then 
ra e P. Thus r E P  since P is prime and a f P. Therefore, P C F2 + Pa C P, which 
implies P = P2 + Pa = P(P + Ra). Since P is invertible, R = p-•p = p-•P(P + Ra) 
= R(P + Ra) = P + Ra. This is a contradiction. Therefore every invertible prime 
ideal P is maximal. 

Now suppose P is any nonzero prime ideal in R and c is a nonzero element of P. 
Then (c) = P1P2 • • • Pn for some prime ideals Pi . Since P1P2· · ·Pn = (c) C P, we have 
for some k, Pk C P (Definition 111 .2. 14). The principal ideal (c) is invertible and 
hence so is Pk (Lemma 6.4(i)). By the first part of the proof Pk is maximal, whence 
P�c = P. Therefore, P is maximal and invertible. • 

EXAMPLE. If F is a field, then the principal ideals (x.) and (x2) in the poly
nomial domain F[x.,x2] are prime but not maximal (since (xi) C (x1 ,x2) C F[x.,x2]). 

� � 

Consequently, F[x.,x2] is not Dedekind (Theorem 6.5). Since F[x.,x2] is Noetherian 
by Theorem 4.9, the class of Dedekind domains is properly contained in the class of 
Noetherian domains. 

Lemma 6.6. /fl is a fractional ideal of an integral domain R with quotient fieldK and 
f E HomR(I ,R), then fur all a,b E 1 :  af(b) = bf(a). 

PROOF. Now a = r/ s and b = vjt (r,s,v,t E R; s,t � 0) so sa = r and tb = v. 
Hence sab = rb E I and tab = va e I. Thus sf(tab) = [(stab) = rf(sab) in R .  
Therefore, af(b) = saf(b)/ s = f(sab)/ s = f(tab)/t = tbf(a)/t = bf(a) . • 

Lemma 6.7. Every invertible fractional ideal of an integral domain R with quotient 
field K is a finitely generated R-modu/e. 

n 
PROOF. Since /-1/ = R, there exist ai e I-

1
,bi E I such that l R  = L albi. If 

n i - 1  
c e I, then c = L (cai)bi. Furthermore each cai e R since ai E J-1 = { a  € K J a/ C R } . 

i =  1 
Therefore I is generated as an R-module by b., . . .  , bn (Theorem IV.l .S(iii)). • 

We have seen that every nonzero ideal I in a principal ideal domain D is in
vertible. Furthermore I is isomorphic to D as a D-module (see Theorem IV.l .5(i)). 
Thus I is a free and hence projective D-module. This result also holds in arbitrary 
integral domains. 
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Theorem 6.8. Let R be an integral domain and I a fractional ideal ofR. Then I is in
vertible if and only ifl is a projective R-module. 

PROOF. (:=)) By Lemma 6.7 and Theorem IV. l .5. I =  Rbt + · · · + Rb11 with 
n 

hi e I and l R  = L aibi (ai e J-1). Let F be a free R-module with a basis of n elements 
i =  1 

e1, . . .  , en . Then the map 1r : F � I  defined by ei � hi is an R-module epimorphism 

(see Theorem IV.2 . 1 ), and there is a short exact sequence : 0 � Ker 1r � F � I �  0. 
Define f" : I �  F by f"{c) = ca1e1 + · · · + can en (c € I) and verify that f" is an R-module 
homomorphism such that 1rt = l 1 ; (note that cai e R for each i since ai e 1-1). Con
sequently the exact sequence splits and l is a direct summand of a free R-module 
(Theorem IV. l . l 8) .  Therefore, I is projective by Theorem IV.3.4. 

(<=) Let X = { hi / j e J}  be a (possibly infinite) set of nonzero generators of the 
projective R-module I. Let bo be a fixed element of X. Let F be a free R-module with 
basis { e1 I j e J} and let ¢ :  F � I  be the R-module epimor:phism defined by ei � hi 

(Theorem IV.2. 1 ). Since I is projective there is an R-module homomorphism 
l/; : I � F such that cJ>l/1 = I 1. For each j e J let 1r1 : F � Rei r'-.1 R be the canonical 
projection that maps .L riei e F onto ri e R (see Theorem IV.2 . l) .  Then for eachj the 

i 
map ()i = 1r1l/; : I �  R is an R-module homomorphism. Let c; = O,(bo). For any 
c e /, cc1 = cO;(b0) = boO;(c) by Lemma 6.6, whence in the quotient field K of R, 
c(c1/bo) = cci/bo = boO;(c)/bo = O;(c) e R. Therefore 

ci/ bo € I 1 = { a € K I a/ C R } .  

Consequently, for any c e I 

l/;(c) = .L Olc)ei = ,L c(ci/ bo)ei, 

j£Jl j£Jl 
where J1 is the finite subset {j e J I 01(c) � 0 } . Therefore, for any nonzero c € /, 

c = t/>l/;(c) = tJ>(,L c(ci/bo)ei) = .L c(c1/bo)bi = c(,L (ci/bo)bi), 
jEJl ie.Jl j£Jl 

whence I R  = .L (ci/bu)b1 with Cj/b0 € 1-1• It follows that R C 1-11. Since J-11 C R 
ie.Jt 

is always true, R = I-11. Therefore I is invertible. • 

The characterization of Dedekind domains to be given below requires us to intro
duce another concept. A discrete valuation ring is a principal ideal domain that has 
exactly one nonzero prime ideal; (the zero ideal is prime in  any integral domain). 

Lemma 6.9. If R is a Noetherian, integrally closed integral don1ain and R has a 
unique nonzero prime ideal P, then R is a discrete valuation ring. 

PROOF. We need only show that every proper ideal in R is principal. This re
quires the following facts, which are proved below : 

(i) Let K be the quotient field of R.  For every fractional ideal I of R the set 
i = { a € K I a/ C I }  is precisely R ;  

(ii) R c p-t ; 
� 

(iii) P is invertible; 
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(iv) n pn = 0; 
nEN* 

(v) P is principal. 

Assuming {i)-( v) for now, let I be any proper ideal of R. Then I is contained in a non
zero maximal ideal M of R (Theorem III .2. 1 8), which is necessarily prime (Theorem 
III .2. 1 9). By uniqueness M = P, whence I C P. Since n pn = 0 by (iv), there is a 

nEN* 
largest integer m such that I C pm and I ¢ pm+1• Choose b e I - pm+l. Since 
P = (a) for some a e R by (v), pm = (a)m = (am). Since b e  pm, b = uam. Further
more, u t P = (a) (otherwise b e  pm+1 = (am+1)) . Consequently, u is a unit in  R; 
(otherwise (u) would be a proper ideal by Theorem III.3 .2 and hence contained in P 
by the argument used above). Therefore by Theorem Il1.3.2 pm = (am) = (uam) 
= (b) C I, whence I is the principal ideal pm = (am) . 

Statements (i)-(v) are justified as follows. 
(i) Clearly R C i. It is easy to see that i is a subring of K and a fractional idea] 

of R, whence i is isomorphic (as an R-module) to an ideal of R (Remark preceding 
Theorem 6.3). Thus since R is Noetherian, i is finitely generated (Theorem 1 .9). 
Theorem 5 .3  (with T = 1) implies that every element of 1 is integral over R. There
fore, 1 C R since R is integrally closed . Hence 1 = R.  

(ii) Recall that R c J-1 for every ideal J in  R.  Let g: be the set of all ideals J in  .R 
such that R C J-1 • Since P is a proper ideal (Definition III.2. 14), every nonzero ele

o:;t 
ment of P is a nonunit by Theorem 111 .3 .2.  If J = (a), (0 -;e a e P), then 1 n/ a e J-1, 
but I n/a � R, whence R C J-1• Therefore, g: is nonempty. Since R is Noetherian, 5 

o:;t 
contains a maximal element M (Theorem 1 .4). We claim M is a prime ideal of R. If 
ab € M with a,b e R and a ' M, choose c € M-1 - R. Then c(ab) e R, whence 
bc(aR + M) c R and be e (aR + M)-1• Therefore, be € R (otherwise, aR + M e 5, 
contradicting the maximality of M). Consequently, c(bR + M) C R, and thus 
c € (bR + M)-1• Since c '  R the maximality of M implies that bR + M = M, 
whence b e  M. Therefore M is prime by Theorem 111.2. 15 .  Since M rt! 0, we must 
have P = M by uniqueness. Thus R C M-1 = P-1• 

o:;t 
(iii) Clearly P C pp-t C R .  The argument in the first paragraph of the proof 

shows that P is the unique maximal ideal in R, whence P = pp-l or pp-1 = R. 
But if P = pp-t, then p-1 C P and by (i) and (ii), R C P-1 C P = R, which is a 

-F 
contradiction. Therefore pp-1 = R and P is invertible. 

(iv) If n pn rt! 0, then n pn is a fractional ideal of R.  Verify that 
neN* ntN• 

p-1 C n pn. Then by (i) and (ii) R C P-1 C n pn = R, which is a contra-
mN* o:;t �N* 

diction. 
(v) There exists a e P such that a + P2; (otherwise P = P2, whence n pn = 

neN* 
P � 0 contradicting (iv)). Then aP-1 is a nonzero ideal in R such that aP-1 $Z P 
(otherwise, a e aR = aP-1P C P2). The first paragraph of the proof shows that 
every proper ideal in R is contained in P, whence aP-1 = R. Therefore by 
(iii), (a) = (a)R = (a)P-1P = (a�1)P = RP = P. • 

Theorem 6.10. The following conditions on an integral domain R are equivalent. 

(i) R is a Dedekind domain; 
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(ii) every proper ideal in R is uniquely a product of a finite number of prime 
ideals; 

(iii) every nonzero ideal in R is invertible; 
(iv) every fractional ideal ofR is invertible; 
(v) the set of all fractional ideals ofR is a group under multiplication; 

(vi) every ideal in R is projective; 
(vii) every fractional ideal ofR is projective; 

(viii) R is Noetherian, integrally closed and every nonzero prime ideal is maximal; 
(ix) R is Noetherian and for every nonzero prime ideal P ofR, the localization 

Rp ofR at P is a discrete valuation ring. 

PROOF. The equivalence (iv) � (v) is trivial (see Theorem 6.3). (i) =? (ii) and 
(ii) => (iii) follow from Lemma 6.4 and Theorem 6.5. (iii) � (vi) and (vii) <=> (iv) are 
immediate consequences of Theorem 6.8. (vi) => (vii) follows from the Remark 
preceding Theorem 6.3. In order to complete the proof we need only prove the 
implications (iv) � (viii), (viii) :::} (ix) and (ix) =:) (i). 

(iv) ::::::} (viii) Every ideal of R is invertible by (iv) and hence finitely generated by 
Lemma 6.7. Therefore R is Noetherian by Theorem 1 .9. Let K be the quotient field 
of R. If u c K is integral over R, then R[u] is a finitely generated R-submodule of K 
by Theorem 5.3. Consequently, the second example after Definition 6.2 shows that 
R(u] is a fractional ideal of R. Therefore, R[u] is invertible by (iv) .  Thus since 
R[u]R[u] = R[u] , R[u] = RR[u] = (R[u]-1R[u])R[u] = R[u]-1R[u] = R, whence u e R. 
Therefore R is integra11y closed. Finally if P is a nonzero prime ideal in R, then there 
is a maximal ideal M of R that contains P (Theorem IIL2 . 1 8). M is invertible by (iv). 
Consequently M-•p is a fractional ideal of R with M-1P C M-1 M = R, whence 
M-•p is an ideal in R. Since M(M-1P) = RP = P and P is prime ; either M C P or 
M-1P C P. But if M-1P C P, then R C M-1 = M-1R = M-1PP-1 C pp-1 C R, 
whence M-1 = R. Thus R = MM-1 = MR = M, which contradicts the fact that M 
is maximal. Therefore M c P and hence M = P. Therefore, P is maximal. 

(viii) ::::::} (ix) Rp is an integrally closed integral domain by Theorem 5.8. By 
Lemma IIL4. 9 every ideal in Rp is of the form I P = { i/ s I i e I ;s t P}  , where I is an 
ideal of R. Since every ideal of R is finitely generated by (viii) and Theorem 1 .9, it 
follows that every ideal of Rp is finitely generated. Therefore, RP is Noetherian by 
Theorem 1 .9. By Theorem III .4. 1 1  every nonzero prime ideal of Rp is of the form IP, 
where I is a nonzero prime ideal of R that is contained in -P. Since every nonzero 
prime ideal of R is maximal by (viii), Pp must be the unique nonzero prime ideal in 
Rp. Therefore, Rp is a discrete valuation ring by Lemma 6.9. 

(ix) � (i) We first show that every ideal I (�0) is invertible. Jl-1 is a fractional 
ideal of R contained in R (Remark (i) after Theorem 6.3), whence II-1 is an ideal in R. 
If II-1 � R, then there is a maximal ideal M containing II-1 (Theorem 111 .2 . 1 8). 
Since M is prime (Theorem 111.2 . 1 9), the ideal IM in RM is principal by (ix) ; say 
I1 .. 1 = (a/ s) with a c I and s c R - M. Since R is Noetherian, I is finitely generated, 
say I = (b. , . . .  , bn), by Theorem 1 .9. For each i, b.J IR  c IM, whence in RM, 
biiiR = (ri/ si)(a/ s) for some ri c: R, s1 c R - M. Therefore slsbi = rla e I. Let 
t = ss1s2 · · · sn . Since R - M is multiplicative, t c R - M. In  the quotient field of R 
we have for every t, (t/a)bi = tbda = s1 · · · si_ 1 si+1 

• 
• · snri c R, whence t/a c /-1 • 

Consequently t = (t/ a)a E 1-11 C M, which contradicts the fact that t E R - M. 
Therefore I J-• = R and I is invertible. 

For each ideal I ( � R) of R choose a maximal ideal M1 of R such that 
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1 C MI c R (Theorem 111.2. 1 8 ;  Axiom of Choice). If I = R, let MR = R.  Then 
� 

JMI-I is a fractional ideal of R with IMI-1 C MIMI-I c R. Therefore, IM1-1 is an 
ideal of R that clearly contains /. Also, if I is proper, then I C IMI-1 (otherwise 

� 

since I and M1 are invertible, R = RR = (I-1l)(MI-1MI) = J-1(/MI-1)M1 = J-1/MI 
= RMI = MI, which contradicts the choice of MI).  Let S be the set of all ideals of R 
and define a function f : S � S by I J----4 /MI-1• Given a proper ideal J, there exists by 
the Recursion Theorem 6.2 of the Introduction (with fn = f for all n) a function 
</> : N � S such that <t>(O) = J and <J>(n + 1 )  = f(</>(n)). If we denote </>(n) by ln and 
MJn by Mn, then we have an ascending chain of ideals J = J0 C J1 C J2 C · · · 

such that J = Jo andln+I = f(Jn) = lnMn -t. Since R is Noetherian and J is proper, 
there is a least integer k such that 

J = Jo C J1 C · · · C Jk-l C Jk = Jk+l· 
� � � � 

Thus Jk = Jk+1 = f(Jk) = JkMk-1. The remarks above show that this can occur only 
i f  Jk = R. Consequently, R = Jk = f(Jk-1) = Jk-1M"k�1, whence 

Jk-t = Jk-tR = Jk-1M;!1 Mk-l = RMk-l = Mk-l· 

Since Mk-1 = Jk-1 C Jk = R, Mk-l is a maximal ideal. The minimality of k in
� 

sures that each of M0, • • •  , Mk-?. is also maximal (otherwise Mi = R, whence 
J1+t = JiMi-1 = JiR· 1 = JiR = Ji) · It is easy to verify that 

M J J M-1 J M-• M-I JM -IM -t M-t k-l = k-1 = k-2 k-2 = k-3 k-3 k-2 = . . .  = 0 1 • . . k-2· 

Consequently, since each Mi i s  invertible, 

Mk-t(Mo · · · Mk-2) = JMo-1 •  • · M"k�2(Mo · · · M�c-2) = J. 

Thus J is the product maximal (hence prime) ideals. Therefore R is Dedekind. • 

We close with an example showing that the class of principal ideal domains is 
properly contained in the class of Dedekind domains. 

EXAMPLE. The integral domain Z[-vt0J = { a + b�10  I a,b c: Z}  has quotient 
field Q( �1 0) = { r + � I r,s c: Q J .  A tedious calculation and elementary number 
theory show that Z[ �1 0] is integrally closed (Exercise 14). Since the evaluation map 
Z[xj � Z["10] given by f(x) f-* f("10) is an epimorphism and Z[x] is Noetherian 
(Theorem 4.9), Z[ "

I
O] is also Noetherian (Exercise 1 .5). Finally it is not difficult to 

prove that every nonzero prime ideal of Z[-vt01 is maximal (Exercise 1 5). Therefore 
Z( �10] is a Dedekind domain by Theorem 6. 10(viii). However Zl-vt01 is not a 
principal ideal domain (Theorem 1 1 1 .3 .7 and Exercise 111 .3 .4). 

E X E R C I S E S 
1 .  The ideal generated by 3 and 1 + 

�
i in the subdomain Z[ -{SiJ of C is in

vertible. 
2. An invertible ideal in an integral domain that is a locaJ ring is principal. 
3. If I is an invertible ideal in an integra l domain R and S is a n1ultiplicative set in 

R with 0 4 s, then s-IJ is invertible in  s-1R.  
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4. Let R be any ring with identity and P an R-module. Then P is projective if and 
only if there exist sets { ai l i e /} C P and t fi l i E /) C HomR(P,R) such that 
for all a e P, a = L fi(a)ai. [See the proof of Theorem 6.8.] 

ie.I 

5. (Converse of Lemma 6.9) A discrete valuation ring R is Noetherian and in
tegrally closed. [Hint: Exercise 5.8. ]  

6. (a) If every prime ideal in an integral domain R is invertible, then R is Dedekind. 
(b) If R is a Noetherian integral domain in which every maximal ideal is in
vertible, then R is Dedekind. 

7. If S is a multiplicative subset of a Dedekind domain R (with lR e S,O + S), then 
s-1R is a Dedekind domain. 

8. If R is an integral domain and P a prime ideal in R[x] such that _P n R = 0, 
then R[x]p is a discrete valuation ring. . 

9. If  a Dedekind domain R has only a finite number of nonzero prime ideals 
P�, . . .  , P7l , then R is a principal ideal domain. [Hint: There exists ai e Pi - Pl 
and by the Chinese Remainder Theorem 111.2.25 there exists bi E Pi such that 
bi = ai (mod Pi) and bi - l R  (mod Pi) for j -:;C. i. Show that Pi = (hi), which im
plies that every ideal is principal.] 

10. If I is a nonzero ideal in a Dedekind domain R, then R/ I is an Artinian ring. 

1 1 .  Every proper ideal in a Dedekind domain may be generated by at most two 
elements. 

1 2. An R-module A is divisible if rA = A for all nonzero r E R. If R is a Dedekind 
domain, every divisible R-module is injective. [N.B. the converse is a lso true, 
but harder.] 

1 3 .  (Nontrivial) If R is a Dedekind domain with quotient field K, F is a finite di
mensional extension field of K and S is the integral closure of R in F (that is, the 
ring of all elements of F that are integral over R), then S is a Dedekind domain. 

1 4. (a) Prove that the integral domain Z[ �1 0] is an integral extension ring of Z with 
quotient field Q( �10). 
(b) Let u c Q( � 1 0) be integral over Z[ �IO] . Then u is integral over Z (Theorem 
5.6). Furthermore if u E Q, then u e Z (Exercise 5.8). Prove that if u e Q(�IO) 
and u 4 Q, then u is the root of an irreducible monic polynomial of degree 2 in 
Z[x]. [Hint :  Corollary 111.6. 1 3  and Theorem V. l .6.] 

(c) Prove that if u = r + s�lO E Q(-{10) and u is a root of x2 + ax +  b e  Z[x], 
then a = - 2r and h = r2 - 1 0s2• [Hint: note that u2 - 2ru + (r2 - 10s2) = 0; 
if u 4 Q use Theorem V. l .6.] 

(d) Prove that Z[�l O] is integrally closed. [Hint: if u == r + s�10 E Q(-{10) is a 
root of x� + ax + b e Z[x] and a is even, then r E Z by (c) ; it fol lows that s E Z. 
The assumption that a is odd leads to a contradiction.] 

15 .  (a) If P is a nonzero prime ideal of the ring Z[�10], then P n Z is a nonzero 
prime ideal of Z. l Hint: if 0 ;e u E P, then u is a root of x2 + ax + b e Z[x] by 
Exercise 14. Show that one of a,h is nonzero and lies in P.] 
(b) Every nonzero prime ideal of Z[-0{)J is maximal .  [Use (a), Theorem 111 .3.4 
and either an easy direct argument or Theorem 5.  J 2.] 
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1 6. A valuation domain is an integral domain R such that for all a,b E R either a I b or 
h I a. (Clearly a discrete valuation ring is a valuation domain.) A Priifer domain is 
an integral domain in which every finitely generated ideal is invertible. 

(a) The following are equivalent: (i) R is a Priifer domain; (ii) for every prime 
ideal P in R, Rp is a valuation domain; (iii) for every maximal ideal M in R, RM 
is a valuation domain. 

(b) A Priifer domain is Dedekind if and only if it is Noetherian. 
(c) If R is a Priifer domain with quotient field K, then any domain S such that 

R C S C K is Priifer . 

7. TH E H I LBERT N U LLSTELLENSATZ 

The results of Section VI. I and Section 5 are used to prove a famous result of 
classical algebraic geometry, the Nullstellensatz (Zeros Theorem) of Hilbert. Along 
the way we also prove the Noether Normalization Lemma. We begin with a very 
brief sketch of the geometric background (this discussion is continued at the end of 
the section) . 

Classical algebraic geometry is the study of simultaneous solutions of systems of 
polynomial equations : 

(fe S) 

where K is a field and S C K[xt , . . .  , x7L] . A solution of this system is an n-tuple, 
(a1 , • • •  , an) E Fn = F X F X · · · X F (n factors), where F is an algebraically closed ex
tension field of K and f{at , . . .  , an) = 0 for all f E S. Such a solution is called a zero 
ofS in F". The set of all zeros of S is called the affine K-variety (or algebraic set) in Ffl 
defined by S and is denoted V(S). Thus 

V(S) = { (al , . . .  ' an) E Fn I f(al, . . . ' an) = 0 for all /E S J .  

Note that if I is the ideal of K[xt, . . .  , Xn] generated by S, then V(I) = V(S). 
The assignment S � V(S) defines a function from the set of all subsets of 

K[x� , . . .  , X71 ] to the set of all subsets of Fn. Conversely, define a function from the 
set of subsets of FTt to the set of subsets of K[xt, . . .  , Xn] by Y �  J(Y), where Y C Fn 
and 

J(Y) = { fc: K[x. , . . .  ' Xv]  I f(a. ,  . . .  ' an) = 0 for all (at , . . .  , an) E Y} . 

Note that J(Y) is actually an ideal of K[x�. . . .  , xn] - The correspondence given by V 
and J has the same formal properties as does the Galois correspondence (priming 
operations) between intermediate fields of an extension and subgroups of the Galois 
group. In other words we have the following analogue of Lemma V.2.6. 

Lemma 7.1 .  Let F be an algebraically closed extension field ofK and let S. T be sub
sets ofK[xi. . . .  , Xn] and X,Y subsets oJ Fn. Then 

(i) V(K[x1 , . . .  , x"]) = 0 ;  J(Fn) = 0 ;  J(0) = K[xh . . . , Xr,] ; 
(ii) S c T � V(T) c V(S) and X C Y ::=} J(Y) C J(X) ; 

(iii) S c J(V(S)) and Y c V{J(Y)) ; 
(iv) V(S) = V(J(V(S))) and J(Y) = J(V(J(Y))). 

PROOF. Exercise. • 
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It is natural to ask which objects are closed under this correspondence, that is, 
which S and Y satisfy J( V(S)) = S and V(J( Y)) = Y. Closed subsets of F" are easily 
described (Exercise 1 ), but the characterization of closed subsets of K[x1 , • • •  , xn] re
quires the Nullstellensatz, which states that J(V(l)) = Rad I for every proper ideal / 
of K[x1, • • •  , xnl - In order to prove the Nullstellensatz we need two preliminary 
results, the first of which is of interest in its own right.  

Theorem 7 .2. (Noether Normalization Lemma) Let R he an integral domain which is 
a finitely generated extension ring of a field K and let r be the transcendence degree 
over K of the quotient field F of R. Then there exists an algebraically independent 
subset { t�,t2, . . .  , tr l ofR such that R is integral over K[tt , . . .  , tr] -

PROOF. Let R = K[u�, . . .  , un] ; then F = K(u1 , . . .  , Un). If { Ut, . . . , Un J is 
algebraically independent over K, { Ut, . . . , Un l is a tra�scendence base of F over K 

by Corollary VI. l .6, whence r = n and the theorem is trivially true. If { u�, . . .  , Un I 
is algebraically dependent over K, then r < n - I (Corollary VI.1 .7) and 

" k .  . Utilu_,i2 . . . u iTt = 0 � 11 • . .  1 71 - 7l ' 

{il, . . . ,in)eJ 

where I is a finite set of distinct n-tuples of nonnegative integers and ki1 . . .  in is a non
zero element of K for every (i., . . .  , in) E /. Let c be a positive integer that is greater 
than every component is of every element (i] , . . .  , in) of 1. If (i� , . . .  , in), 
( _i�, . . .  , jn) E I are such that 

then c I it - j. which is impossible unless it = j1 (since c > it > 0 and c > j. > 0 
imply c > I it - jt 1) . Consequently, i2 + ci3 + · · · + cn-2in = j2 + cj3 + · · · + cn-2jn . 

As before c I i2 - j2, whence i2 = j2 .  Repetition of this argument shows that 
(it , . . . , in) = (j�, . . .  , jn). Therefore, the set 

consists of Il l distinct nonnegative integers ; in particular, it has a unique maximum 
element jt + cj2 + · · · + cn-•jn for some (j�, . . .  , jn) E /. Let 

If we expand the algebraic dependence relation above, after making the substitutions 
Ui = V-i + u�i-t (2 < i < n), we obtain 

where the degree of fE K[x�, . . .  , Xn ] in Xt is strictly less thanj. + cj'l. + . . . + cn-1n 
Therefore, u. is a root of the monic polynomial 

xi1+ci2+ . . . +cn-lfn + kj: . . . 
inf(x,v2, . . •  , L"n) z K[v2, . . . ' vrJ [x] . 

Consequently, Ut is integral over K[v2, . . . , vfl] .  By Theorem 5.5 K[ut ,C2, . . . , vn] 
= K[v2, • • •  , vn] [u.] is integral over K[v2, • • •  , v,J Since each Ui (2 < i < n) is ob
viously integral over K[u1 ,v2, • • •  , vn] ,  Theorems 5.5 and 5.6 imply that 

R = K [ Ut, . . . , Un) 
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is integral over K[v2, . . . , vn] (whence F is algebraic over K(v2, . . .  , vn)). If 
I v2, . . .  , Vn } is algebraically independent, then r = n - 1 by Corollary VI.1 .6 and 
the theorem is proved. If not, the preceding argument with K[vz, • . .  , vn] in place of 
R shows that for some w3, . . .  , wn E R, K[v2, . . .  , Vn] is integral over K(w3, • • •  , W11] .  
By Theorem 5.6 R is integral over K[w3, . . .  , wn] (whence F is algebraic over 
K(w3, • • •  ,wn) and r < n - 2). If {w3, • • •  , wn} is algebraically independent, we are 
finished. If not, the preceding process may be repeated and an inductive argument 
will yield an algebraically independent subset { Zn-r+h • . .  , Zn } of r elements of R such 
that R is integral over K[zn-r+l , . . .  , Zn] .  • 

Now let K be a field and F an algebraically closed extension field of K. If a proper 
ideal I of K[x�, . . . , xn] is finitely generated, say I = (g�, . . .  , gk), then the affine 
variety V(l) clearly consists of every (a� ,  . . .  , an) E Fn that is a common root of 
g. , . . . , gk (see Exercise 4). If n = 1 ,  K[x.] is a principal ideal domain and it is ob
vious that V(l) is nonempty. More generally (and somewhat surprisingly) we have : 

Lemma 7 .3 . If F is an algebraically closed extension field of a field K and I is a 
proper ideal ofK[x19 • • •  , Xn], then the affine variety V(l) defined by I in Fn is nonempty. 

PROOF. By Theorems 111.2. 1 8 and 111.2 . 19 I is contained in a proper prime 
ideal P, whence V(P) c V(l). Consequently, it  suffices to prove that V(P) is non
empty for every proper prime ideal p of K[x�, . . . ' Xn]- Observe that p n K = 0; 
(otherwise 0 � a E p n K, whence 1K = a-la E P, contradicting the fact that p 
is proper). 

Let R be the integral domain K[x1, . . .  , xn]fP (see Theorem 111.2.1 6) and let 
1r : K[x�, . . .  , Xn] � R be the canonical epimorphism. If we denote 1r(x;) E R by ui, 
then R = 7r(K)(u�, . . . ' Un] . Furthermore since K n p = 0, 7r maps K isomor
phically onto 1r(K); in particular, 1r(K) is a field. By the Noether Normalization 
Lemma there exists a subset { t1, . . .  , tr } of R such that { t�, . . .  , tr } is algebraically 
independent over 1r(K) and R is integral over S = 1r(K)[rh . . . , tr] . If M is the ideal 
of S generated by It, . . . , tr, then the map 1r(K) � Sf M given by 1r(a) � 1r(a) + M 

is an isomorphism (see Theorem Vl. 1 .2). Consequently M is a maximal ideal of S by 
Theorem 111.2.20. Therefore, there is a maximal ideal N of R such that N n S = M 

(Theorems 5 .9 and 5 . 1 2). Let r :  R � RfN be the canonical epimorphism. Then 
T(R) = Rf N is a field by Theorem 111.2.20. The Second Isomorphism Theorem 
111.2 . 1 2 together with the maps defined above now yields an isomorphism 

K 1'..1 rr(K) ro...- Sf M = Sf(N n S) rv (S + N)f N = T(S), 

which is given by a r--� 1r(a) � rr(a) + M � 1r(a) + N = T(7r(a)). Let T(R) be an 
algebraic closure of r(R). Since R is integral over S,. r(R) is an algebraic field exten
sion of r(S), whence r(R) is also an algebraic closure of r{S) (Theorem V.3.4). Now F 
contains an algebraic closure K of K (Exercise V.3.7). By Theorem V.3 .8 the isomor
phism K I"J r(S) extends to an isomorphism K ro...- T(R). Restriction of the inverse of 
this isomorphism yields a monomorphism u : T(R) ---+ K c F. Let <P be the compo-

sition K[x�, . . .  , Xn] � R � T(R) � F and verify that <P I K = I K  and <P I P = 0. 
Consequently, for any f(x�, . . .  , Xn) E P C K[x�, . . . , x,J , /(<P(xi), . . . , </>(xn)) = 
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¢(f(xt, . . .  , Xn)) = 0, whence (<t>(xt), . . .  , ¢(x71)) is a zero of P in Fn_ Therefore. 
V(P) is nonempty. • 

Proposition 7 .4. (Hilbert Nullstellensatz) Let F be an algebraically closed extension 
field of a field K and I a proper ideal of K[xr, . . .  , Xn] . Let V(l) = { (at, . . .  , an) E 
Fn I g(a., - . .  ' an) = 0 for all g E I } .  Then 

Rad I = J(V(I)) 

= { f E K[Xt, . • .  , Xn] I f(al , - . .  ' an) = 0 for all (a. ,  . . .  ' a,.) E V(I) } . 

In other words, f(at, . . .  , an) = 0 for ever_v zer() (at, . . .  , an) ofl in Fn if and only if 
pn E I for some m > 1 .  

REMARK. We shall use Lemma 7.3 to prove the theorem. Since the theorem im
plies the lemma (Exercise 6), the two are actually equivalent. 

PROOF OF 7 .4. If f e Rad I, then fm E I for some m > 1 (Theorem 2.6).  If 
(a., . - - ,  an) is a zero of I in Fn, then 0 = fm(a�, . . .  ' an) = (f(al , . . .  , an))m. Con
sequently, since F is a field, f(a.,  . . .  , an) = 0. Therefore, Rad I C JV(l). 

Conversely, suppose fe JV(J). We may assume f¢ 0 since 0 e Rad I. Consider 
K[x�, . . .  , xnJ as a subring of the ring K[x�, . . .  , Xn,Y] of polynomials in 11 + 1 in
determinates over K. Let L be the nonzero ideal of K[xt, . . . , xn ,Y] generated by I 
and yf- lp. Clearly if (a.; . . .  , an,b) is a zero of L in £n+I then (a1, • • •  , an) must be 
a zero of I in Fn. But (yf - 1F)(a�, . . .  , an,b) = bf(a�, . . .  , a71) - }p = - lp for all 
zeros (at, . . .  , an) of I in F11 • Therefore, L has no zeros in Fn+I ; that is, V(L) is empty. 
Consequently, L = K[xt, . . .  , X11,yJ by Lemma 7.3, whence }p e L . Thus 

t - l  
tp = ,.L gi fi + gt(Yf - tp), 

i = l 

where ji E I (1  < i < t - 1 )  and gi e K[x1 , . . .  , Xn,Yl- Define an evaluation 
homomorphism K[xi, . . . ' Xn,Y] � K(xt, . . .  ' Xn) by Xi � Xi and y � f-L = 
l K/ f(xt ,  . - - ' Xn) (Corollary 111 .5.6) .  Then in the field K(xl , . . r ' Xn) 

t - 1  
I F = L gi(x�, . . .  , Xn , f-1) /i(Xt, . . . , Xn). 

i = l  
Let m be a positive integer larger than the degree of gi i n  y for every i (I < i < t - 1) .  
Then for each i. Jm(x.., . . .  , X71)gi(XI, . . . , xn , /-1) lies in K[x1 , . . .  , xn] , whence 

t - 1 
fm = fmlF = L fm(xi, . . .  , x,.�)gi(Xt ,  . . .  , xtl , f-1) fi(x�, . . .  , Xn) E I. Therefore 

i =  I 
f e Rad I and hence JV(I) C Rad I. • 

The determination of closed objects as mentioned in the introduction of this 
section is now straightforward (Exercises 1-3). 

We close this section with an informal attempt to establish the connection be
tween geometry and algebra which characterizes the classical approach to algebraic 
geometry. Let K be a field. Every polynomial fE K[x1 , . . .  , xn] determines a function 
Fn -4 F by substitution: (a., . . .  , an) �  f(at, . . . , an). If V = V(I) is an affine variety 
contained in Fn, the restriction of this function to V is called a regular function on V. 
The regular functions V � F form a ring r(V) which is isomorphic to 
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K(x�, . . .  , Xn]/ J(V(I)) 

(Exercise 1 0) .  This ring is called the coordinate ring of V. Since I C J(V(I)) = Rad I 
the ring r( V) has no nonzero nilpotent elements. Furthermore r( V) is a finitely 
generated algebra over K (since K[xt, . . .  , x n] and the ideal J( V(l)) are ; see Section 
IV. 7). Conversely it can be proved that every finitely generated K-algebra with no 
nonzero nilpotent elements is the coordinate ring of some affine variety. Therefore, 
there is a one-to-one correspondence between affine varieties and a rather special 
class of commutative rings. With a suitable definition of morphisms the affine 
varieties form a category as do the commutative rings in question and this corre
spondence is actually an "equivalence" of categories. Thus statements about affine 
varieties are equivalent to certain statements of commutative algebra. For further 
information see W. Fulton [53] and I. G. MacDonald [55] . 

E X E R C I S E S 
Note: F is always an algebraically closed extension field of a field K; J, V, and Fn 

are as above. 

I .  A subset Y of Fn is closed (that is, V(J(Y)) = Y) if and only if Y is an affine 
K-variety determined by some subset S of K[x�, . . .  , x,J. 

2. A subset S of K[x1 , . . .  , xn] is closed (that is, J(V(S)) = S) if and only if S is a 
radical ideal (that is, S is an ideal and S = Rad 5). 

3 .  There is a one-to-one inclusion reversing correspondence between the set of 
affine K-varieties in Fn and the set of radical ideals of K[x1, . . .  , Xn] . [See Exer
cises 1 , 2.] 

4. Every affine K-variety in Fn is of the form V(S) where S is a finite subset of 
K[x1 , • • • , xn] .  [Hint: Theorems 1 .9 and 4.9 and Exercise 3. ]  

5 .  If VI ::J v2 ::J - . .  is a descending chain of K-varieties in F'", then Vnt = vm +l = . . .  
for some m. [Hint: Theorem 4.9 and Exercise 3 .] 

6. Show that the Nullstellensatz implies Lemma 7.3. 

7. If It, . . . , I" are ideals of K[xt , . . .  , xn] , then V(lt n /2 n · · · n lk) = V(lt) U 
V(/2) U · · · U V(lk) and V(lt/2 · · · lk) = V(lt) n V(l2) n · · · n V(h). 

8.  A K-variety V in Fn is irreducible provided that whenever V = W1 U W2 with 
each Wi a K-variety in F"", either V = W1 or V = W2• 

(a) Prove that V is irreducible if and only if J(V) is a prime ideal in 
K[x., . . .  , Xn] . 

(b) Let F = C and S = { x12 - 2x22 J .  Then V(S) is irreducible as a Q-variety 
but not as an R-variety. 

9. Every nonempty K-variety in Fn may be written uniquely as a finite union 
VI u v2 u . . . u vk of affine K-varieties in Fn such that vi ¢. vi for i ¢ j and 
each Vi is irreducible (Exercise 8). 

10. The coordinateringofan affine K-variety V(/) is isomorphic toKfx1, • • •  ,xn]/J(V(l)) . 



CHAPTER IX 

TH E STRUCTU RE OF RI NGS 

In the first part of this chapter a general structure theory for rings is presented. Al
though the concepts and techniques introduced have widespread application .. com
plete structure theorems are available only for certain classes of rings. The basic 
method for determining such a class of rings might be described intuitively as follo\VS. 
One singles out an "undesirable" property P that satisfies certain conditions, in 
particular, that every ring has an ideal which is maximal with respect to having 
property P. This ideal is called the P-radical of the ring. One then attempts to find 
structure theorems for the class of rings with zero P-radical .  Frequently one must in
clude additional hypotheses (such as appropriate chain conditions) in order to obtain 
really strong structure theorems . These ideas are discussed in full  detail in the intro
ductions to Sections I and 2 below. The reader would do well to read both these dis
cussions before beginning serious study of the chapter. 

We shall investigate two different radicals, the Jacobson radical (Section 2) and 
the prime radical (Section 4). Very deep and useful structure theorems are obtained 
for left Artinian semisimple rings (that is, left Artinian rings with zero Jacobson 
radical) in Section 3 .  Goldie's Theorem is discussed in Section 4. It includes a char
acterization of left Noetherian semiprime rings (that is, left Noetherian rings with 
zero prime radical). The basic building blocks for all of these structure theorems are 
the endomorphism rings of vector spaces over division rings and certain "dense"" sub
rings of such rings (Section 1 ) . 

The last two sections of the chapter deal with algebras over a commutative ring 
with identity. The Jacobson radical and related concepts and results are carried over 
to algebras (Section 5). Division algebras are studied in Section 6. 

A theme that occurs continually in this chapter is the close interconnection be
tween the structure of a ring and the structure of modules over the ring. The use of 
modules in the study of rings has resulted in a host of new insights and deep theo
rems. 

414 
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The interdependence of the sections of this chapter is as follows : 

Much of the discussion here depends on the results of Section VIII.l (Chain con
ditions). 

1. SIMPLE AN D PRI M ITIVE RINGS 

In this section we study those rings that will be used as the basic building blocks 
in the structure theory of rings. 

We begin by recalling several facts that motivate a large part of this chapter. 

(i) If V is a vector space over a division ring D, then Homn(V,V) is a ring (Exer
cise IV. 1 .7), called the endomorphism ring of V. 

(ii) The endomorphism ring of a finite dimensional vector space over a division 
ring is isomorphic to the ring of all n X n matrices over a (possibly different) division 
ring (Theorem VII .I .4). 

(iii) If D is a division ring, then MatnD is simple (that is, has no proper ideals ; 
Exercise 111 .2.9) and is both left and right Artinian (Corollary VIII. 1 . 1 2). Conse
quently by (ii) every endomorphism ring of a finite dimensional vector space over a 
division ring is both simple and Artinian. 

(iv) The endomorphism ring of an infinite dimensional vector space over a divi
sion ring is neither simple nor Artinian (Exercise 3). However, such a ring is primi
tive, in a sense to be defined below. 

Matrix rings and endontorphism rings of vector spaces over division rings arise 
naturally in many different contexts. They are extremely useful mathematical con
cepts. Consequently it seems reasonable to take such rings, or at least rings that 
closely resemble them, as the basis of a structure theory and to attempt to describe 
arbitrary rings in terms of these basic rings. 

With the advantage of hindsight we single out two fundamental properties of the 
endomorphism ring of a vector space V: simplicity (Definition 1 . 1 ) and primitivity 
(Definition 1 . 5). As noted above these two concepts roughly correspond to the cases 
when V is finite or infinite dirnensional respectively. In this section we shall analyze 
simple and primitive rings and show that in several important cases they coincide 
with endomorphism rings. In other cases they come as close to being endomorphism 
rings as is reasonably possible. 

More precisely, an arbitrary primitive ring R is shown to be isomorphic to a par
ticular kind of subring (called a dense subring) of the endomorphism ring of a vector 
space V over a division ring D (Theorem 1 . 1 2) . R is left Artinian if and only if dimnV 
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is finite (Theorem 1 .9). In this classical case, simple and primitive rings coincide and 
R is actually isomorphic to the complete endomorphism ring of V (Theorem 1 .1 4). 
Furthermore in this situation dimnV is uniquely determined and V is determined up 
to isomorphism (Proposition 1 . 1 7) .  These results amply justify the designation of 
simplicity and primitivity as fundamental concepts . 

As noted tn the introduction to this chapter modules play a crucial role in ring 
theory. Consequently we begin by defining and developing the elementary propenies 
of simplicity for both rings and modules. 

Defin ition 1.1. A (left) module A over a ring R is simple (or irreducible) provided 
RA r6- 0 and A has no proper submodules. A ring R is simple ifR2 r! 0 and R has no 
proper (two-sided) ideals. 

REMARKS. (i) Every simple module [ring] is nonz�ro. 
(ii) Every simple module over a ring with identity is unitary (Exercise IV. l . l 7). 

A unitary module A over a ring R with identity has RA r! 0, whence A is simple if 
and only if A has no proper submodules. 

(iii) Every simple module A is cyclic ; in fact, A = Ra for every nonzero a e A.  

[Proof: both Ra (a e A) and B = { c e A I Rc = 0 }  are submodules of A ,  whence 
each is either 0 or A by simplicity. But RA r! 0 implies B r6- A.  Consequently B = 0, 
whence Ra = A for all nonzero a e A.] However a cyclic module need not be simple 
(for example, the cyclic Z-module Z6)-

(iv) The definitions of '�simple" ' for groups, modules, and rings can be subsumed 
into one general definition, which might be roughly stated as : an algebraic object C 
that is nontrivial in some reasonable sense (for example, RA r! 0 or R2 r! 0) is 
simple, provided that every hornomorphism with domain C has kernel 0 or C. The 
point here is that the absence of nontrivial kernels is equivalent to the absence of 
proper normal subgroups of a group or proper submodules of a module or proper 
ideals of a ring as the case may be. 

EXAMPLE. Every division ring is a simple ring and a simple D-modu]e (see the 
Remarks preceding Theorem III .2.2). 

EXAMPLE. Let D be a division ring and let R = Mat1lD (n > 1 ) . For each 
k ( 1  < k < n), Ik = f (ai1) e R I ai1 = 0 for j r6- k }  is a simple left R-module (see the 
proof of Corollary VIII . 1 . 1 2). 

EXAMPLE. The preceding example shows that Mat11D (D a division ring) is not 
a simple left n1odule over itself if n > 1 .  However, the ring MatnD (n > I )  is simple 
by Exercise II1 .2 .9. Thus by Theorem VII . 1 .4 the endomorphism ring of any finite 
dimensional vector space over a division ring is a simple ring. 

EXAMPLE. A left idea] I of a ring R is said to be a minimal left ideal if I � 0 and 
for every left ideal J such that 0 c J c I, either J = 0 or J = I. A left ideal I of R 
such that RI r!= 0 is a simple left R-module if and only if I is a minimal left ideaL 

EXAMPLE. Let F be a field of characteristic zero and R the additive group of 
polynomials F[x,y] . Define multiplication in R by requiring that multiplication be 
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distributive and that xy = yx + l and ax = xa, ay = ya for a E F. Then R is a well
defined simple ring that has no zero divisors and is not a division ring (Exercise 1) .  

Let A = Ra be a cyclic R -module. The map () : R � A defined by r � ra is  an 
R-module epimorphism whose kernel I is a left ideal (submodule) of R (Theorem 
IV.1 .5). By the First Isomorphism Theorem IV. 1 .7 R/1 is isomorphic to A .  By 
Theorem IV. l . lO every submodule of R/ I is of the form J/1, where J is a left ideal of 
R that contains /. Consequently R/ I (and hence A) has no proper submodules if and 
only if I is a maximal left ideal of R .  Since every simple R-module is cyclic by Re
mark (iii) above, every simple R-module is isomorphic to Rj I for some maximal left 
ideal /. Conversely, if I is a maximal left ideal of R, R/ l will be simple provided 
R(R/ I) � 0. A condition that guarantees that R(R/ /) � 0 is given by 

Defin ition 1.2. A left ideal I in a ring R is regular (or modular) if there exists e E R 
such that r - re c I for every r E R .  Similarly, a right ideal J is regular if there exists 
e E R such that r - er c J for every r E R .  

REl\1ARK. Every left ideal in a ring R with identity is regular (let e = lR). 

Theorem 1.3.  A left module A over a ring R is simple if and only if A is isomorphic to 
R/1 for snme regular maximal /eft ideal I .  

REMARKS. If  R has an identity, the theorem is an immediate consequence of 
the discussion above. The theorem is true if"lert'• is replaced by "right" throughout. 

PROOF OF 1.3. The discussion preceding Definition 1 .2 shows that if A is 
simple, then A = Ra r-v Rj I where the maximal left ideal / is the kernel of 0. Since 
A = Ra, a = ea for some e c R. Consequently, for any r c R, ra = rea or 
(r - re)a = 0, whence r - re c Ker () = I. ·Therefore I is regular. 

Conversely let I be a regular maximal left ideal of R such that A r-v Rj /.In view 
of the discussion preceding Definition 1 .2 it suffices to prove that R(R/ I) � 0. If this 
is not the case. then for all r c R r(e + I) = I, whence re E I. Since r - re E I, we have 
r c /. Thus R = I, contradicting the maximality of I. • 

Having developed the necessary facts about simplicity we now turn to primitivity. 
In order to define primitive rings we need: 

Theorem 1.4. Let B be a subset of a left module A over a ring R .  Then 
ct(B) = { r E R I rb = 0 for all b E  B J is a left ideal of R .  IfB is a submodule of A, then 
ct(B) is an ideal. 

a( B) is called the (left) annihilator of B. The right annihilator of a right module is 
defined analogously. 

SKETCH OF PROOF OF 1 .4. It is easy to verify that ct(B) is a left ideal. Let 
B be a submodule. If r c R and s c a(B), then for every b c B (sr)b = s(rb) = 0 since 
rb c B. Consequently, sr c ct(B)� whence a(B) is also a right ideal. • 
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Defin ition 1.5. A (left) module A is faithful ifits (left) annihilator G(A) is 0. A ring R 
is (left) primitive if there exists a simple faithful left R-module. 

Right primitive rings are defined analogously. There do exist right primitive rings 
that are not left primitive (see G. Bergman [58]). Hereafter "primitive'" will always 
mean "left primitive." However, al l  results proved for left primitive rings are true, 
mutatis mutandis, for right primitive rings. 

EXAMPLE. Let V be a (possibly infinite dimensional) vector space over a divi
sion ring D and let R be the endomorphism ring Homv(V,V) of V. Recall that V is a 
left R-module with Ov = O(v) for v s V, () c: R (Exercise IV. l .7). If u is a nonzero 
vector in V, then there is a basis of V that contains u (Theorem IV .2 .4). If  v E V, then 
there exists Ov E R such that Ovu = v (just define O.,_.(u) = v and 8v( w) = 0 for all other 
basis elements w; then Ov e R by Theorems IV .2 . 1  and IV .2 .4) . Therefore Ru = V for 
any nonzero u c: V, whence V has no proper R-submodules. Since R has an identity, 
RV � 0. Thus V is a simple R-module. If OV = 0 (() E R), then clearly (} = 0, whence 
ct(V) = 0 and V is a faithful R-module. Therefore, R is primitive. If V is finite dimen
sional over D, then R is simple by Exercise 111 .2.9 and Theorem VII .  1 .4. But if V is 
infinite dimensional over D, then R is not simple : the set of all (} c: R such that lm () is 
finite dimensional subspace of V is a proper ideal of R (Exercise 3). 

The next two results provide other examples of primitive rings. 

Proposition 1.6. A simple ring R with identity is primitive. 

PROOF. R contains a maximal left ideal / by Theorem III.2. 1 8 . Since R has an 
identity I is regular, whence R/ I is a simple R-module by Theorem 1 .3 .  Since ct(R/ I) 
is an ideal of R that does not contain l n, ct(R/ I) = 0 by simplicity. Therefore R/1 
is faithful .  • 

Proposition 1.7. A commutative ring R is primitive if and only ifR is a field. 

PROOF. A field is primitive by Proposition 1 .6. Conversely, let A be a faithful 
simple left R-module. Then A ""' R/ I for some regular maximal left ideal I of R. 
Since R is commutative, I is in fact an ideal and I c ct(R/ I) = a( A) = 0. Since 
I = 0 is regular, there is an e c: R such that r = re ( = er) for all r E R. Thus R is a 
commutative ring with identity. Since I = 0 is maximal, R is a field by Corollary 
1 11 .2.21 . • 

In order to characterize noncommutative primitive rings we need the concept 
of density. 

Defin i tion 1.8. Let V be a (left) vector space over a division ring D. A subring R of 
the endomorphism ring Homn(V,V) is called a dense ring of endomorphisms ofV (or a 
dense subring of Homn(V�V)) if for every positive integer n, every linearly independent 
subset { Ut, • • •  , Un } of V and every arbitrary subset l v., . . .  , Vn } of V, there exists 
0 E R such that O(ui) = vi (i = 1 ,2, . . . , n). 
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EXAl\'IPLE. HomD(V,V) is a dense subring of itself. For if { u., . . . , Un } is a 
linearly independent subset of V, then there is .a basis U of V that contains u1, . . .  , un 
by Theorem IV .2.4. If v�, . . .  , Vm e V, then the map () : V -4 V defined by f)(u,) = Vi 

and ()(u) = 0 for u e U - { u�, . . .  , un } is a well-defined element of Homn(V,V) by 
Theorems IV.2. 1 and IV.2.4. In the finite dimensional case, Homv(V,V) is the only 
dense subring as we see in 

Theorem 1.9. Let R be a dense ring of endomorphisms of a vector space V over a 
division ring D. Then R is left [resp. right] Artinian if and only if dimn V is finite, in 
which case R = Homn(V,V). 

PROOF. If R is left Artinian and dimnV is infinite, then there exists an infinite 
linearly independent subset { u�,u2, . . .  t of V. By Exercise IV. 1 .7 V is a left 
Homn(V,V)-module and hence a left R-module. For each n let In be the left an
nihilator in R of the set { u., . . .  , un } .  By Theorem 1 .4, I. :::> I2 :::> · · · is a descending 
chain of left ideals of R. Let w be any nonzero element of V. Since { u., . . .  , un+J } is 
linearly independent for each n and R is dense, there exists () e R such that 

Oui = 0 for i = 1 ,2, . . . , n and Oun+t = w � 0. 

Consequently fJ e In but () + In+l · Therefore It :::> /2 :::> · · · is a properly descending 
� � 

chain, which is a contradiction. Hence dimv V is finite. 
Conversely if dimDV is finite, then V has a finite basis { Vt , • • •  , Vm } .  If f is any 

element of Homv(V,V), then fis completely determined by its action on v1, • • . , vm 
by Theorems IV.2. 1 and IV.2.4. Since R is dense, there exists 0 e R such that 

()(vi) = [(vi) for i = 1 ,2, . . . , m, 

whence f = 0 �: R. Therefore Homv(V,V) = R. But HomD(V,V) is Artinian by 
Theorem Vll . l .4 and Corollary VIII .  1 . 1 2 . • 

In order to prove that an arbitrary primitive ring is isomorphic to a dense ring of 
endomorphisms of a suitable vector space we need two lemmas. 

Lemma 1.10. (Schur) Let A be a simple module over a ring R and let B be any 
R-module. 

(i) Every nonzero R-module homomorphism f : A � B is a monomorphism�· 
(ii) every nonzero R-module homomorphism g : B � A is an epimorphism; 

(iii) the endomorphism ring D = HomR(A,A) is a division ring. 

PROOF. (i) Ker f is a submodule of A and Ker f � A since f =F 0. Therefore 
Ker f =  0 by simplicity. (ii) Im g is a nonzero submodule of A since g =F 0, whence 
Im g = A by simplicity. (iii) If h e D and h � 0, then h is an isomorphism by (i) and 
(ii). Thus f has a two-sided inverse f-1 e HomR(A,A) = D (see the paragraph after 
Definition IV.1 .2). Consequently every nonzero element of D is a unit, whence D is a 
division ring. • 
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REMARK. If  A is a simple R-module. then A is a vector space over the division 
ring HomR(A.A) with fa = f(a) (Exercise IVJ .7 and Lemma 1 . 1 0). 

Lem ma 1.11. Let A be a simple module over a ring R.  Consider A as a vector space 
over the division ring D = HomR(A,A). lfV is a finite dimensional D-subspace of the 
D-vector space A and a e: A - V, rhen rhere exists r e: R such that ra � 0 and rV = 0. 

PROOF. The proof is by induction on n = dimDV. If n = 0, then V = 0 and 
a � 0. Since A is simple, A = Ra by Remark (iii) after Definition 1 . 1 .  Consequently, 
there exists r e: R such that ra = a � 0 and rV = rO = 0. Suppose dimnV = n > 0 
and the theorem is true for dimensions less than n. Let { u., . . .  , un-I,u J be a D-basis 
of V and let W be the (n - 1 )-dimensional D-subspace spanned by { Ut, • • • , un-t J 
( W  = 0 if n = 1 ) . Then V = Wffi Du (vector space direct sum). Now W may not 
be an R -submodule of A,  but in any case the left annihilator I = a( W) in R of W is a 
left ideal of R by Theorem 1 .4. Consequently, lu is an R-submodule of A (Exercise 
IV. 1 .3). Since u e: A - W, the induction hypothesis implies that there exists r c: R 
such that ru � 0 and r W  = 0 (that is, r e: I = a( W)). Consequently 0 � ru e lu. 
whence Ju � 0. Therefore A = lu by simplicity. 

fNote: The contrapositive of the inductive argument used above shows that if 
v e: A and rv = 0 for all r e: I, then v e: W.] 

We must find r c: R such that ra � 0 and rV = 0. If no such r exists, then we can 
define a map (} : A �  A as follows. For ru e lu = A let 8(ru) = ra s A. We claim that 
8 is well defined. If r1u = r2u (ri c: I = a( W)), then (rt - r2)u = 0, whence (rt - r2)V 
= (rt - r2)( W EB  Du) = 0. Consequently by hypothesis (r1 - r2)a = 0. Therefore, 
8(r1u) = r1a = r2a = 8(r2u). Verify that (} e: Homn(A,A) = D. Then for every r e: I, 

0 = O(ru) - ra = rO(u) - ra = r((}(u) - a). 

Therefore O(u) - a € W by the parenthetical Note above. Consequently 

a = Ou - (8u - a) e: Du + W = V, 
which contradicts the fact that a + V. Therefore, there exists r e: R such that ra � 0 
and rV = 0. • 

Theorem 1.12. (Jacobson Density Theorem) Let R be a prin1itive ring and A a faithful 
simple R-module. Consider A as a vector space over the division ring HomR(A,A) = D. 
Then R is isomorphic to a dense ring of endomorphisms of the D-vector space A. 

REMARK. A converse of Theorem 1 . 1 2  is also true, in fact in a much 
stronger form (Exercise 4). 

PROOF OF 1.12. For each r c: R the map ar : A � A given by ar(a) = ra is 
easily seen to be a D-endomorphism of A :  that is, ar e: HomD(A,A). Furthermore for 
all r,s e R 

Consequently the map a : R � Homn(A.A) defined by a(r) = aT is a well-defined 
homomorphism of rings. Since A is a faithful R-module, ar = 0 if and only if 
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r �: ct(A) = 0. Therefore a is a monomorphism, whence R is isomorphic to the sub
ring Im a of HomD(A,A). 

To complete the proof we must show that lm a is a dense subring of HomD(A ,A). 

Given a D-linearly independent subset U = { u�, . . .  , un } of A and an arbitrary sub-
set { v�, . . .  , Vn } of A we must find ar c Im a such that ar(ui) = Vi for i = 1 ,2, . . .  , n. 
For each i let vi be the D-subspace of A spanned by { ul, . . . ' Ui-J ,Ui+h . . .  ' Un } . 
Since u is D-linearly independent, Ui ' vi. Consequently' by Lemma 1 . 1 1  there exists 
ri 2 R such that riui =F 0 and riVi = 0. We next apply Lemma 1 . 1 1 to the zero sub
space and the nonzero element riui : there exists si �: R such that siriui =F 0 and siO = 0. 
Since siriui =F 0, the R-submodule Rriui of A is nonzero, whence Rriui = A by 
simplicity. Therefore exists ti �: R such that tirtui = vi. Let 

Recall that for i =F j, Ui c vi, whence ljrjUi c t,(r1Vi) = (j0 = 0. Consequently for 
each i = I ,2, . . . , n 

Therefore Im a is a dense ring of endomorphisms of the D-vector space A .  • 

REMARK. The only point in the proof of Theorem 1 . 12  at which the faithfulness 
of A is used is to show that a is a monomorphism. Consequently the proof shows 
that any ring that has a simple module A also has a homomorphic image that is a 
dense ring of endomorphisms of the D-vector space A. 

Corol lary 1.13. If R is a primitive ring, then for some division ring D either R is 
isomorphic to the endomorphism ring of a finite dimensional vector space over D or for 
every positive integer m there is a subring Rm of R and an epimorphisn1 of rings 
Rm � HomD(V n. , V.,,), where Vm is an m-dimensional vector space o-cer D. 

REMARK. The Corollary may also be phrased in terms of matrix rings over a 
division ring via Theorem VII. l .4. 

SKETCH OF PROOF OF 1 .13. In the notation of Theorem 1 . 12 ,  

a : R � HomD(A,A) 

is a monomorphism such that R = Im a and Im a is dense in HomD(A,A). If 
dimnA = n is finite, then Im a = HomD(A ,A) by Theorem 1 .9. If dimDA is infinite 
and t u.,u2, . . . } is an infinite linearly independent set, let V m be the m-dimensional 
D-subspace of A spanned by t uh . . . •  um } .  Verify that Rm = { r c R I rVm C Vm } is a 
subring of R. Use the density of R r-.- lm a in Homn(A,A) to show that the map 
Rm � HomD(Vm,Vm) given by r � ar I Vm is a well-defined ring epimorphism. • 

Theorem 1.14. ( Wedderburn-Artin) The following conditions on a left Artinian ring R 
are equivalent. 

(i) R is simple; 
(ii) R is primitive; 
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(iii) R is isomorphic to the endomorphism ring of a nonzero finite dinzensional 
vector space V over a division ring D ;  

(iv) for some positive integer n, R is isomorphic to the ring of all n X n matrices 
over a division ring. 

PROOF. (i) � (ii) We first observe that I = { r e R I Rr = 0 }  is an ideal of R, 
whence I = R or I = 0. Since R2 r!= 0, we must have I = 0. Since R is left Artinian 
the set of all nonzero left ideals of R contains a minimal left ideal J. J has no proper 
R-submodules, (an R-submodule of J is a left ideal of R). We claim that the left 
annihilator a(J) of J in R is zero. Otherwise a(J) = R by simplicity and Ru = 0 for 
every nonzero u -€ J. Consequently, each such nonzero u is contained in I = 0, which 
is a contradiction. Therefore a(J) = 0 and RJ � 0. Thus J is a faithful simple 
R-module, whence R is primitive. 

(ii) => (iii) By Theorem 1 . 1 2  R is isomorphic to a dense ring T of endomorphisms 
of a vector space V over a division ring D. Since R is left Artinian, R ,...._, T = 
Homn(V,V) by Theorem 1 .9. 

(iii) � (iv) Theorem VII . 1 .4. 
(iv) => (i) Exercise 111.2.9. • 

We close this section by proving that for a simple left Artinian ring R the integers 
dimnV and n in Theorem 1 . 1 4  are uniquely determined and the division rings in 
Theorem 1 . 1 4  (iii) and (iv) are determined up to isomorphism. We need two lemmas . 

Lem ma 1.15. Let V be a finite dimensional vector space over a division ring D. If A 
and B are simple faithful modules over the endomorphism ring R = Hom0(V, V), then 
A and B are isomorphic R-modules. 

PROOF. By Theorems Vll. 1 .4, VIII . 1 .4 and Corollary VIII . I . 1 2, the ring R 
contains a (nonzero) minimal left ideal /. Since A is faithful, there exists a e A such 
that Ia � 0. Thus Ia is a nonzero submodule of A (Exercise IV. 1 .3), whence Ia = A 

by simplicity. The map (} : I �  Ia = A given by i 1----+ ia is a nonzero R-module epi
morphism. By Lemma 1 . 10 (} is an isomorphism. Similarly I �  B. • 

Lem ma 1.16. Let V be a nonzero vector space over a division ring D and let R be the 
endomorphism ring Homn(V, V). If g : V � V is a homontorphism of additive groups 
such that gr = rgfor all r € R, then there exists d e  D such that g(v) = dv for all v E V. 

PROOF. Let u be a nonzero element of V. We claim that u and g(u) are linearly 
dependent over D. If dimnV = 1 ,  this is trivial .  Suppose dimvV > 2 and { u, g(u) } is 
linearly independent. Since R is dense in itself (Example after Definition 1 .8) , there 
exists r e R such that r(u) = 0 and r(g(u)) � 0. But by hypothesis 

r(g(u)) = rg(u) = gr(u) = g(r(u)) = g(O) = 0, 

which is a contradiction. Therefore for some d E  D, g(u) = du. If v e V, then there 
exists s e R such that s(u) = v by density. Consequently, since s e R = Homn(V,V), 
g(v) = g(s(u)) = gs(u) = sg(u) = s(du) = ds(u) = dv. • 

r 
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Proposition 1.17. For i = 1 ,2 /et Vi be a vector space of .finite dimension ni over the 
division ring Di. 

(i) If there is an isomorphism of rings Homo1(V�,Vt) � Homo2(V2,V2), then 
dimn1 V 1 = dimo2 V 2 and D1 is isomorphic to D2. 

(ii) If there is an isomorphism of rings Matn1Dt r-....J Matn2D2, then n1 = n2 and D1 is 
isomorphic to D2. 

SKETCH OF PROOF. (i) For i = 1 ,2 the example after Definition 1 .5 shows 
that Vi is a faithful simple HomDJVi,V,:)-module. Let R = HomD1(V�,Vt) and let 

u : R � H0rnD2(V2,V2) 

be an ison1orphism. Then V2 is a faithful simple R-module by pullback along u (that 
is, rv = u(r)v for r E R, v E V2). By Lemma 1 . 1 5  there is an R-module isomorphism 
¢ : Vt � V2. For each v E V1 and f E R, 

<P[f(v)] = fcp(v) = (uf)[cp(v)], 

whence 

as a homomorphism of additive groups v2 � v2. For each d E  Di let ad : vi � vi be 
the homomorphism of additive groups defined by x I-' dx. Clearly ad = 0 if and only 
if d = 0. For every fc R = HomD1(Vt,Vl) and every d E  D�tfad = ad f. Consequently, 

[¢ad¢-1](uf) = ¢ad¢-1¢f¢-1 = cpad[¢-1 = (j>fadcp-1 

= cpfcp-1¢adcp-I = (uf)[cpadcp-1] .  

Since u is surjective, Lemma 1 . 1 6  (with V = V2, g = cPan¢-1) implies that there exists 
d* E D2 such that ¢ad¢-1 = ad*· Let ; : D1 � D2 be the map given by ;(d) = d*. 
Then for every d E  D�, 

¢adcp-1 = aT(d) · 

Verify that r is a monomorphism of rings. Reversing the roles of Dt and D2 in the 
preceding argument (and replacing cp,u by cp-1,u-1) yields for every k E D2 an ele
ment d E  D such that 

whence ak = ¢adcp-1 = aT(d) ·  Consequently k = ;(d) and hence r is surjective. 
Therefore r is an isomorphism. Furthermore for every d E  D1 and v E V1, 

cp(dv) = ¢ad(v) = aT(d)c/>(v) = ;(d)cp(v). 

Use this fact to show that { u�, . . .  , uk } is Dt-linearly independent in V1 if and only if 
t <P(ui), . . . , cp(uk) I is D2-linearly independent in v2. It follows that dimvl VI = dimD2v2. 

(ii) Use (i), Exercise III . 1 . 1 7(e) and Theorem VII . 1 .4. • 

E X E R C I S E S  
I .  Let F be a field of characteristic 0 and R = F[x ,y] the additive group of poly

nomials in  two indeterminates. Define multiplication in R by requiring that 
multiplication be distributive, that ax = xa, ay = ya for all a E F, that the 
product of x and y (in that order) be the polynomial xy as usual, but that the 
product of y and x be the polynomial xy + I .  
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(a) R is a ring. 
(b) yxk = xky + kxk-l and ykx = xyk + kyk-1 • 
(c) R is simple. (Hint: Let f be a nonzero element in an ideal I of R; then 

either fhas no terms involving y or g = xf - fx is a nonzero element of I that 
has lower degree in y than does f In the latter case, consider xg - gx. Eventually, 
find a nonzero h E  1, which is free of y. If h is nonconstant, consider hy - yh. In  a 
finite number of steps, obtain a nonzero constant element of I; hence I = R.) 

(d) R has no zero divisors. 
(e) R is not a division ring. 

2. (a) If  A is an R-module, then A is also a well-defined R/Ci(A)-module with 
(r + ct(A))a = ra (a E A). 
(b) If A is a simple left R-module, then R/ct(A) is a primitive ring. 

3 .  Let V be an infinite dimensional vector space over a division ring D. 
(a) If F is the set of all () E HomD(V,V) such that Im () is finite dimensional, then 

F is a proper ideal of HomD(V,V). Therefore Homn(V,V) is not simple. 
(b) F is itself a simple ring. 
(c) F is contained in every nonzero ideal of HomD(V,V). 
(d) Homn(V,V) is not (left) Artinian. 

4. Let V be a vector space over a division ring D. A subring R of HomJJ(V,V) is said 
to be n-fold transitive if for every k (1 < k < n) and every linearly independent 
subset l u�, . . .  , uk J of V and every arbitrary subset t v1 , . . .  , vk J of V, there exists 
() E R such that O(ui) = v, for i = 1 ,2, . . .  , k .  

(a) If  R is one-fold transitive, then R is primitive. [Hint.· examine the example 
after Definition 1 .5 .] 

(b) If R is two-fold transitive, then R is dense in HomD(V,V). [Hints: Use (a) to 
show that R is a dense subring of HomL'l(V, V), where tJ. = HomR(V,V). Use two
fold transitivity to show that tJ. = f /3d f d e  D J ,  where {3d : V --4 V is given by 
x � dx. Consequently HomL'l(V,V) = Homn(V.V).] 

5 .  If R is a primitive ring such that for all a,b e R, a(ab - ba) = (ab - ba)a, then R 
is a division ring. [Hint: show that R is isomorphic to a dense ring of endomor
phisms of a vector space V over a division ring D with dimDV = 1 ,  whence 
R �  D.] 

6. If R is a primitive ring with identity and e e R is such that e2 = e -1 0, then 
(a) eRe is a subring of R, with identity e. 
(b) eRe is primitive. [Hint: if R is isomorphic to a dense ring of endomorphisms 

of the vector space V over a division ring D, then Ve is a D-vector space and eRe 
is isomorphic to a dense ring of endon1orphisms of Ve .] 

7 .  If R is a dense ring of endomorphisms of a vector space V and K is a nonzero 
ideal of R. then K is also a dense ring of endomorphisms of V. 

2. T H E  JACOBSON RADICAL 

The Jacobson radical is defined (Theorem 2.3) and its basic properties are de
veloped (Theorems 2 . 1  2-2 . 16). The interrelationships of simple, primitive, and semi
simple rings are examined (Theorem 2. 1 0) and numerous examples are given. 

r 
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Before pursuing further our study of the structure of rings, we summarize the 
general technique that we shall use. There is little hope at present of classifying all 
rings up to isomorphism. Consequently we shal l  attempt to discover classes of rings 
for which some reasonable structure theorems are obtainable. Here is a classic 
method of determining such a class. Single out some "bad" or "undesirable" 
property of rings and study only those rings that do not have this property. In order 
to make this method workable in practice one must make some additional as
sumptions. 

Let P be a property of rings and call an ideal [ring] I a P-ideal [P-ring] if I has 
property P. Assume that 

(i) the homomorphic image of a P-ring is a P-ring ; 
(ii) every ring R (or at least every ring in some specified class e) contains a 

P-ideal P(R) (called the P-radical of R) that contains all other P-ideals of R ;  
(iii) the P-radical of the quotient ring R/ P(R) is zero ; 
(iv) the P-radical of the ring P(R) is P(R). 

A property P that satisfies (i)--{iv) is called a radical property. 
The P-radical may be thought of as measuring the degree to which a given ring 

possesses the "undesirable" property P. If  we have chosen a radical property P., we 
then attempt to find structure theorems for those "nice"· rings whose P-radical is 
zero. Such a ring is said to be P-radical free or P-semisimple. In  actual practice we are 
usually more concerned with the P-radical itself rather than the radical property P 
from which it arises. By condition (iii) every ring that has a P-radical has a P-semi
simple quotient ring. Thus the larger P-radical is, the more one discards (or factors 
out) when studying P-semisimple rings. The basic problem is to find radicals that en
able us to discard as little as possible and yet to obtain reasonably deep structure 
theorems . 

Wedderburn first introduced a radical in the study of finite dimensional algebras. 
His results were later extended to (left) Artinian rings. However, the radical of 
Wedderburn (namely the maximal nilpotent ideal) and the remarkably strong struc
ture theorems that resulted applied only to (left) Artinian rings. In subsequent years 
many other radicals were introduced. Generally speaking each of these coincided 
with the radical of Wedderburn in the left Artinian case, but were also defined for 
non-Artinian rings. 

The chief purpose of this section is to study one such radical, the Jacobson 
radical .  Another radical, the prime radical, is discussed in Section 4 ;  see a]so Ex
ercise 4. 1 1 .  For an extensive treatment of radicals see N. J. Divinsky [22] or M. Gray 
[23] .  The host of striking theorems that have resulted from its use provide ample 
justification for studying the Jacobson radical in some detail .  Indeed Section I was 
developed with the Jacobson radical in mind. Rings that are Jacobson semisimple 
(that is, have zero Jacobson radical) can be described in terms of simple and primi
tive rings (Section 3). 

Two preliminaries are needed before we define the Jacobson radical .  

Defi nition 2.1 .  An ideal P of a ring R is said to be left [resp. right] primitive if the 
quotient ring R/P is a left [resp. righrJ prin1ith·e ring. 

RE\.1ARK. Since the zero ring has no simple modules and hence is not primitive, 
R itself is not a left (or right) primitive ideal. 
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Defin ition 2.2. An element a in a ring R is said to be left quasi-regular if there exists 
r c R such that r + a + ra = 0. The element r is called a left quasi-inverse of a. A 
(right, left or two-sided) ideal I ofR is said to be left quasi-regular if every element of I 
is left quasi-regular. Similarly, a € R is said to be right quasi-regular if there exists 
r c R such that a + r + ar = 0. Right quasi-inverses and right quasi-regular ideals are 
defined analogously. 

REMARKS. It is sometimes convenient to write r o a for r + a + ra. If  R has 
an identity, then a is left [resp. right] quasi-regular if and only if lR + a is left [resp . 
right] invertible (Exercise 1 ) .  

In  order to simplify the statement of several results, we shall adopt the following 
convention (which is actually a theorem of axiomatic set theory). 

If the class e of those subsets of a ring R that satisfy a given property is enrpty, then 
n 1 is defined to be R .  
I£e 

Theorem 2.3. If R is a ring, then there is an ideal J(R) of R such that : 

(i) J(R) is the intersection of all the left annihilators of simple left R-modules; 
(ii) J(R) is the intersection of all the regular maximal /eft ideals ofR ;  

(iii) J(R) is the intersection of all the left primitive ideals of R ;  
(iv) J(R) is a left quasi-regular left ideal which contains every left quasi-regular 

left ideal o fR, 
(v) Statements (i)-(iv) are also true if"left" is replaced by "right"'. 

Theorem 2.3 is proved below (p. 428). The ideal J(R) is called the Jacobson 
radical of the ring R. Historically it was first defined in terms of quasi-regularity 
(Theorem 2.3 (iv)), which turns out to be a radical property as defined in the intro
ductory remarks above (see p. 43 1 ) .  As the importance of the role of modules in the 
study of rings became clearer the other descriptions of J(R) were developed (Theo
rem 2.3 (i)-(iii)). 

REMARKS. According to Theorem 2.3 (i) and the convention adopted above, 
J(R) = R if R has no simple left R-modules (and hence no annihilators of same). If R 
has an identity, then every ideal is regular and maximal left ideals always exist 
(Theorem 111.2. 1 8),  whence J(R) #- R by Theorem 2.3(ii). Theorem 2.3(iv) does not 
imply that J(R) contains every left quasi-regular element of R ;  see Exercise 4. 

The proof of Theorem 2.3 (which begins on p. 428) requires five preliminary 
lemmas. The lemmas are stated and proved for left ideals. However, each ofLemmas 
2.4-2.8 is valid with "lef(' replaced by "right"' throughout. Examples are given after 
the proof of Theorem 2.3.  

Lem ma 2.4. Ifi (� R) is a regular leji ideal of a ring R, then I is contained in a 
maxilnal left ideal which is regular. 

SKETCH OF PROOF. Since I is regular, there exists e € R such that r - re € I 
for all r € R.  Thus any left ideal J containing I is also regular (with the same element 

r 
I 
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e e R). If I C J ar_j e c. J, then r - re c. I C J implies r c. J for every r c. R,  whence 
R = .1. Use this fact to verify that Zorn's Lemma is applicable to the set S of all left 
ideals L such that I c L C R, partially ordered by inclusion. A maximal element of � 
S is a regular maximal left ideal containing I. • 

Lemma 2.5. Let R be a ring and let K be the intersection of all regular maximal /eft 
ideals ofR.  Then K is a left quasi-regular left ideal ofR .  

PROOF. K is obviously a left ideal . If a € K let T =  { r  + ra I r c. R } . If T = R, 
then there exists r € R such that r + ra = - a. Consequently r + a +  ra = 0 and 
hence a is left quasi-regular. Thus it suffices to show that T = R. 

Verify that T is a regular left ideal of R (with e = - a). If T =;e R, then T is con
tained in a regular maximal left ideal io by Lemma 2 .4. (Thus T =;e R is impossible if 
R has no regular maximal left ideals.) Since a € K C I0, ra c. I0 for all r c. R.  Thus 
since r + ra € T C Io, we must have r € Io for all r c. R.  Consequently, R = /0, which 
contradicts the maximality of lo. Therefore T = R. • 

Lemma 2.6. Let R be a ring that has a simple left R-module. If I is a left quasi
regular left ideal of R, then I is contained in the intersec1&-on of all the left annihila
tors of simple left R-modules. 

PROOF. If  I ¢  n fi(A), where the intersection is taken over all simple left 
R-modules A,  then IB � 0 for some simple left R-module B, whence lb =;e 0 for 
some nonzero b c. B. Since I is a left ideal, Ib is a nonzero submodule of B. Con
sequent ly B = Ib by simplicity and hence ab = - b for some a c. I. Since I is left 
quasi-regular, there exists r € R such that r + a + ra = 0. Therefore, 0 = Ob 
= (r + a + ra)b = rb + ab + rab = rb - b - rb = -b. Since this conclusion 
contradicts the fact that b =F 0, we must have I C n fi(A). • 

Lem ma 2.7. An ideal P of a ring R is leji primitive if and only ifP is the left annihila
tor of a simple left R-module. 

PROOF. If  P is a left primitive ideal, let A be a simple faithful R/ P-module. 
Verify that A is an R-module, with ra (r c. R,a c. A) defined to be (r + P)a . Then 
RA = (Rj P)A =F 0 and every R-submodule of A is an Rj P-submodule of A ,  whence 
A is a simple R-module. If r € R, then rA = 0 if and only if (r + P)A = 0. But 
(r + P)A = 0 if and only if  r c P since A is a faithful Rj P-module. ThereforeP is the 
left annihilator of the simple R-module A .  

Conversely suppose that P is the left annihilator of a simple R-module B. Verify 
that B is a simple R/ P-module with (r + P)b = rb for r c. R,b c. B. Furthermore if 
(r + P)B = 0, then rB = 0, whence r c. a( B) = P and r + P = 0 in Rj P. Conse
quently, B is a faithful RIP-module. Therefore Rj P is a left primitive ring, whence P 
is a left primitive ideal of R. • 
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Lem ma 2.8. Let I be a left ideal of a ring R .  lfi is left quasi-regular, then I is right 
quasi-regular. 

PROOF. If I is left quasi-regular and a € I, then there exists r c R such that 
r o a = r + a + ra = 0. Since r = - a  - ra € I, there exists s c R such that 
s o  r = s + r + sr = 0, whence s is right quasi-regular. The operation o is easily 
seen to be associative. Consequently 

a = 0 o a = (s o r) o a = s o (r o a) = s o 0 = s. 

Therefore a, and hence I, is right quasi-regular. • 

PROOF OF THEOREM 2 .. 3. Let J(R) be the intersection of all the left an
nilators of simple left R-modules. I f  R has no simple left R-modules, then J(R) = R 
by the convention adopted above. J(R) is an ideal by Theorem 1 .4. We now show 
that statements (ii)-(iv) are true for all left ideals. 

We first observe that R itself cannot be the annihilator of a simple left R-module 
A (otherwise RA = 0). This fact together with Theorem 1 .3 and Len1ma 2.7 implies 
that the following conditions are equivalent : 

(a) J(R) = R ;  
(b) R has no simple left R-modules; 
(c) R has no regular maximal left ideals ; 
(d) R has no left primitive ideals. 

Therefore by the convention adopted above, (ii), (iii), and (iv) are true if J(R) = R. 
(ii) Assume J(R) � R and let K be the intersection of all the regular maximal 

left ideals of R. Then K C J(R) by Lemmas 2.5 and 2.6. Conversely suppose c € J(R). 
By Theorem 1 .3, J(R) is the intersection of the left annihilators of the quotients R/ I, 
where I runs over all regular maximal left ideals of R. For each regular maximal 
ideal I there exists e € R such that c - ce c I. Since c c u(R/ I), cr € I for all r c R ;  
in particular, ce € I. Consequently, c c I for every regular maximal ideal I. Thus 
J(R) C n I = K. Therefore J(R) = K. 

(iii) is an immediate consequence of Lemma 2 .  7. 
(iv) J(R) is a left quasi-regular left ideal by (ii) and Lemma 2.5. J(R) contains 

every left quasi-regular left ideal by Lemma 2.6. 
· 

To complete the proof we must show that (i)-(iv) are true with "right" in place of 
"left." Let J1(R) be the intersection of the right annihilators of all simple right 
R-modules. Then the preceding proof is valid with "right" in place of .. left," whence 
(i)-{iv) hold for the ideal lt(R). Since J(R) is right quasi-regular by (iv) and Lemma 
2.8, J(R) C J1(R) by (iv). Similarly J1(R) is left quasi-regular, whence J1(R) C J(R). 
Therefore, J(R) = lt(R). • 

EXAMPLE. Let R be a local ring with unique maximal ideal M (consisting of all 
nonunits of R; see Theorem 111 .4. 1 3). We shall show that J(R) = M. Since R has an 
identity, J(R) ;;t. R. Since a proper ideal contains only nonunits by Theorem 111 .3.2, 
J(R) C: M. On the other hand if r E M, then l n  + r 4 M (otherwise 1 n E M). Conse
quently, In  + r is a unit, whence r is left quasi-regular (Exercise 1). Thus M C J(R) 
by Theorem 2.3 (iv). Therefore J(R) = M. Here are two special cases : 

r 
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EXAMPLE. The power series ring F[[x)] over a field F is a local ring with 
principal maximal ideal (x) by Corollary 111.5 .10.  Therefore J(F[[x]]) = (x). 

EXAMPLE. If p is prime, thenZpn (n > 2) is a local ring with principal maximal 
ideal (p), which is isomorphic as an abelian group to Zpn-1· Therefore J(Zpn) = (p). 
The radical of Zm (m arbitrary) is considered in Exercise 10. 

Defin ition 2.9. A ring R is said to be (Jacobson) semisimp)e if its Jacobson radical 
J(R) is zero. R is said to be a radical ring if J(R) = R. 

REMARK. Throughout this book uradical" always means "Jacobson radical" 
and usemisimple" always means " Jacobson semisimple." When reading the literature 
in ring theory, one must determine which notion of radical and semisimplicity is 
being used in a particular theorem. A number of definitions of radical (and semi
simplicity) require that the ring be (left) Artinian. This is not the case with the Jacob
son radical ,  which is defined for every ring. 

EXAMPLE. Every division ring is semisimple by Theorem 2.3 (ii) since the only 
regular maximal left ideal is the zero ideal .  

EXAIVIPLE. Every maximal ideal in Z is of the form (p) with p prime by Theo
rem 111 .3.4. Consequently, J(Z) = n (p) = 0, whence Z is Jacobson semisimple. 

p 
For a generalization, see Exercise 9. 

EXAMPLE. If D is a division ring, then the polynomial ring 

is semisimple. For iff E J(R), then [is both right and left quasi-regular by Theorem 
2.3 (iv). Consequently l R  + f = l n  + [is a unit in R by Exercise 1 .  Since the only 
units in R are the nonzero elements of D (see Theorem 111 .6.1 ) , it follows that [e. D. 
Thus J(R) is an ideal of D, whence J(R) = 0 or J(R) = D by the simplicity of D. 
Since - I n is not left quasi-regular (verify !), - l D 4 J(R). Therefore J(R) = 0 and R 
is semisimple. 

Theorem 2.10. Let R be a ring. 

(i) lfR is prin1itive, then R is semisimple. 
(ii) lfR is simple and semisin1p/e, then R is primitive. 

(iii) lfR is simple, then R is either a primitive sen1isimple or a radical ring. 

PROOF. (i) R has a faithful simple left R-module A ,  whence J(R) c G,(A) = 0. 
(ii) R � 0 by simplicity. There must exist a simple left R-module A ; (otherwise 

hy Theorem 2.3 (i) J(R) = R � 0, contradicting semisimplicity) . The left annihilator 
<1(A) is an ideal of R by Theorem 1 .4 and <1(A) � R (since RA � 0). Consequently 
a(A) = 0 by simplicity, whence A is a simple faithful R-module. Therefore R is 
primitive. 
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(iii) If R is simple then the ideal J(R) is  either R or zero. In the former case R is a 
radical ring and in the latter R is semisimple and primitive by (ii). • 

EXAMPLES. The endomorphism ring of a (left) vector space over a division ring 
is semisimple by Theorem 2.10 (i) and the example after Definition 1 .5. Conse
quently by T·heorem Vll.1 .4 the ring of all n X n matrices over a division ring is 
semisimple. 

EXAMPLE. An example of a simple radical ring is given in E. Sasiada and 
P. M. Cohn [66]. 

The classical radical of Wedderburn (in a left Artinian ring) is the maximal nil
potent ideal. We now explore the connection between this radical and the Jacobson 
radical. 

-. 

Defin ition 2.11. An element a of a ring R is nilpotent if an = 0 for some positive 
integer n. A (left, right, two-sided) ideal I ofR is nil if every element ofl is nilpotent; I 
is nilpotent ifin = 0 for some integer n. 

Every nilpotent ideal is nil since Jn = 0 implies a" = 0 for all a c /. It is possible, 
however, to have a nil ideal that is not nilpotent (Exercise 1 1). 

Theorem 2.12. If R is a ring, then every nil right or left ideal is contained in the 
radical J(R). 

REMARK. The theorem immediately implies that every nil ring is a radical ring. 

PROOF OF 2.12. If an = 0, let r = -a + a2 - aa + . . .  + (- J )n-tan-1• 

Verify that r + a +  ra = 0 = a +  r + ar, whence a is both left and right quasi
regular. Therefore every nil left [right] ideal is left [right] quasi-regular and hence is 
contained in J(R) by Theorem 2.3 (iv). • 

Prooosition 2.13. lfR is a left [resp. right] Artinian ring .. then the radical J(R) is a 
nilpotent ideal. Consequently every nil /eft or right ideal ofR is nilpotent and J(R) is the 
unique maximal nilpotent left (or right) ideal of R.  

REMARK. If R is left [resp. right] Noetherian, then every nil left or right ideal 
is nilpotent (Exercise 1 6). 

PROOF OF 2.13. Let J = J(R) and consider the chain of (left) ideals 
J :J 12 :J J3 :::> · · · .  By hypothesis there exists k such that Ji = Jk for all i > k. We 
claim that Jk = 0. If Jk � 0, then the set S of all left ideals I such that Jkl '¢. 0 is non
empty (since JkJk = ]2k = Jk -:;t. 0). By Theorem VIII . l .4 S has a minimal element lo. 
Since JkJ0 � 0, there is a nonzero a e lo sut:h that Jka :;e. 0. Clearly Jka is a left ideal of 
R that is contained in /0• Furthermore Jka E S since Jk(Jka) = J2ka = Jka -¢ 0. Con-
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sequently Jka = 10 by minimality. Thus for some nonzero r e. Jk, ra = a. Since 
-r E Jk c J(R), - r  is left quasi-regular, whence s - r - sr = 0 for some s e. R. 
Consequently, 

a =  ra = - [-raJ = - [- ra + 0] = - [ - ra + sa - sa] 
= - [ -ra + sa - s(ra)] = - [- r  + s - sr]a = -Oa = 0. 

This contradicts the fact that a �  0. Therefore Jk = 0. The last statement of the 
theorem is now an immediate consequence of Theorem 2. 1 2. • 

Finally we wish to show that left quasi-regularity is a radical property as defined 
in the introduction to this section. By Theorem 2.3 (iv) its associated radical is clearly 
the Jacobson radical and a left quasi-regular ring is precisely a radical ring (Defini
tion 2.9). Since a ring homomorphism necessarily maps left quasi-regular elements 
onto left quasi-regular elements, the homomorphic image of a radical ring is also a 
radical ring. To complete the discussion we must show that Rj J(R) is semisimple and 
that J(R) is a radical ring. 

Theorem 2.14. lfR is a ring, then the quotient ring R/J(R) is semisimple. 

PROOF. Let 1r :  R � R/J(R) be the canonical epimorphism and denote 1r(r) by 
r (r c: R). Let e be the set of all regular maximal left ideals of R. If I c e, then J(R) c I 
by Theorem 2.3 (ii) and 1r(f) = 1/ J(R) is a maximal left ideal of R/ J(R) by Theorem 
IV. l . l  0. If e e. R is such that r - re e. I for all r c R, then r - re e. 1r(l) for all r e. R/ J(R). 
Therefore, 1r(/) is regular for every I in e. Since J(R) = n I it is easy to verify that if 

I d!�. 
r e. n 1r(/) = n 1/ J(R), then r c J(R). Consequently, by Theorem 2.3 (ii) (applied to 

Iae lee 
R/J(R)) 

J(R/ J(R)J c n 1r(/) C 1r(J(R)) = 0, 

whence R/ J(R) is semisimple. • 
lee 

Lem ma 2.15. Let R be a ring and a e. R.  

(i) If - a2 is left quasi-regular, then so is a. 
(ii) a e. J(R) if and only ifRa is a left quasi-regular left ideal. 

PROOF. (i) If r + ( -a2) + r(-a2) = 0, let s = r - a - ra. Verify that 
s + a + sa = 0, whence a is left quasi-regular. 

(ii) If a E J(R), then Ra c J(R). Therefore, Ra is left quasi-regular since J(R) is. 
Conversely suppose Ra is left quasi-regular. Verify that K = { ra + na I r e. R, n c Z} 
is a left ideal of R that contains a and Ra. If s = ra + na, then -s2 c Ra. By hy
pothesis -s2 is left quasi-regular and hence so is s by (i). Thus K is a left quasi
regular left ideaL Therefore a E K C J(R) by Theorem 2.3 (iv). • 

Theorem 2.16. (i) If an ideal I of a ring R is itself considered as a ring, then 
J(I) = I n J(R). 
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(ii) lfR is semisimp/e, then so is every ideal ofR .  
(iii) J(R) is a radical ring. 

PROOF. (i) I n J(R) is clearly an ideal of I. I f  a € I n J(R), then a is left quasi
regular in R, whence r + a + ra = 0 for some r € R. But r = -a - ra c /. Thus 
every element of I n J(R) is left quasi-regular in I. Therefore I n J(R) C J(l) by 
Theorem 2.3 (iv) (applied to I). 

Suppose a c J(l). For any r c R, -(ra)2 = - (rar)a c IJ(I) C J(I), whence - (ra)2 
is left quasi-regular in I by Theorem 2.3 (iv). Consequently by Lemma 2.1 5 (i) ra is 
left quasi-regular in I and hence in R. Thus Ra is a left quasi-regular left ideal of R, 
whence a e J(R) by Lemma 2 . 15  (ii). Therefore a e. J(l) n J(R) c I n  J(R). Conse
quently J(I) C I n J(R), which completes the proof that J(I) = I n J(R). State
ments (ii) and (iii) are now immediate consequences of (i). • 

Theorem 2.17. If { Ri I i € I J is a family of rings, then i(IJ Ri) = IJ J(Ri). 
iel iel 

SKETCH OF PROOF. Verify that an element { ai l E lJRi is left quasi-regular 
in II R.i if and only if ai is left quasi-regular in Ri for each i. Consequently IIJ(Ri) 
is a left quasi-regular ideal of II Ri, whence IIJ(Ri) C J(II Ri) by Theorem 2.3 (iv) . 

For each k e. I, let 1rk : II Ri � Rk be the canonical projection. Verify that 
lk = 7rk(J(II Ri)) is a left quasi-regular ideal of Rk. It follows that lk C J(Rk) and 
therefore that J(IIR1) C IIJ(Ri). • 

EX E R C I S E S 
Note: R is always a ring. 

1 .  For each a,b e. R let a o b = a + b + ab. 
{a) o is an associative binary operation with identity element 0 € R. 
(b) The set G of all elements of R that are both left and right quasi-regular 

forms a group under o. 

(c) If R has an identity, then a € R is left [resp. right] quasi-regular if and only 
if I R  + a  is left [resp. right] invertible. (Hint : ( I n +_ r)O n + a) = I n + r 0 a 
and r(lR  + a) - ln  = (r - ln) o a.] 

2. (Kaplansky) R is a division ring if and only if every element of R except one is 
left quasi-regular. [Note that the only element in a division ring D that is not left 
quasi-regular is - l v ; also see Exercise 1 .] 

3 .  Let I be a left ideal of R and let (I : R) = { r € R I r R C /} . 
(a) (I : R) is an Ideal of R. If I is regular, then (/ : R) is the largest ideal of R 

that is contained in I. 
(b) If I is a regular maximal left ideal of R and A "-.)  Rj I, then G,(A) = (I : R). 

Therefore J(R) = n (I : R), where I runs over all the regular maximal left ideals 
of R. 

4. The radical J(R) contains no nonzero idempotents. However, a nonzero idem
potent may be left quasi-regular. [Hint : Exercises 1 and 2] . 
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5. If R has an identity, then 
(a) J(R) = { r e: R I 1 R + sr is left invertible for all s e: R } .  
(b) J(R) is the largest ideal K such that for all r c K, 1 R  + r is a unit. 

6. (a) The homomorphic image of a semisimple ring need not be semisimple. 
(b) If f : R � S is a ring epimorphism, then f(J(R)) C J(S). 
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1. If R is the ring of all rational numbers with odd denominators, then J(R) consists 
of all rational numbers with odd denominator and even numerator. 

8. Let R be the ring of all upper triangular n X n matrices over a division ring D 
(see Exercise Vll. 1 .2). Find J(R) and prove that Rj J(R) is isomorphic to the 
direct product D X D X · · ·  X D (n factors). [Hint: show that a strictly tri
angular matrix is nilpotent .] 

9. A principal ideal domain R is semisimple if and only if R is a field or R contains 
an infinite number of distinct nonassociate irreducible elements. 

10. Let D be a principal ideal domain and d a nonzero nonunit element of D. Let R 
be the quotient ring D j(d). 

(a) R is semisimple if and only if d is the product of distinct nonassociate 
irreducible elements of D. [Hint: Exercise VIII. 1 .2.] 

(b) What is J(R)? 

1 1 .  If p is a prime, let R be the subring L Zpn of II Zpn· The ideal I = L In, 
n > l  n > l  n > l  

where In is the ideal of Zpn generated by p c ZPn, is a nil ideal of R that is not 
nilpotent. 

12 .  Let R be a ring without identity. Embed R in a ring S with identity which has 
characteristic zero, as in Theorem III. l . 1  0. Prove that J(R) = J(S). Consequently 
every semisimple ring may be embedded in a semisimple ring with identity. 

13 .  J(MatnR) = MatnJ(R). Here is an outline of a proof: 
(a) If A is a left R-module, consider the elements of A"" = A EB A EB - - - EB A 

(n summands) as column vectors ; then An is a left (MatnR)-module (under 
ordinary matrix multiplication). 

(b) If A is a simple R-module, An is a simple (MatnR)-module. 
(c) J(MatnR) C MatnJ(R). 
(d) MatnJ(R) C J(MatnR). [Hint : prove that Mat7!J(R) is a left quasi-regular 

ideal of MatnR as follows. For each k = 1 ,2, . . .  , n let Kk consist of all matrices 
(aii) such that aii c J(R) and aii = 0 if j � k. Show that Kk is a left quasi-regular 
left ideal of MatnR and observe that K1 + K2 + · · · + Kr, = MatnJ(R).] 

1 4. (a) Let I be a nonzero ideal of R[x] and p(x) a nonzero polynomial of least 
degree in I with leading coefficient a. If f(x) e: R[x] and amf(x) = 0, then 
an- 1p(x) f(x) = 0. 
(b) If a ring R has no nonzero nil ideals (in particular, if R is semisimple), then 
R[xJ is semisimple. [Hint : Let M be the set of nonzero polynomials of least 
degree in J(R[x ]). Let N be the set consisting of 0 and the leading coefficients of 
polynomials in M. Use (a) to show that N is a nil ideal of R, whence J(R[x]) = 0.] 
(c) There exist rings R such that R[x] is semisimple, but R is not. [Hint, consider 
R = F[[x]], with F a  field.] 
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1 5. Let L be a left ideal and K a right ideal of R .  Let M(R) be the ideal generated by 
all nilpotent ideals of R. 

(a) L + LR is an ideal such that (L + LR)n C Ln + LnR for all n > 1 .  
(b) K + RK is an  ideal such that (K + RK}n C Kn + RKn for all n > I .  

(c) If L [resp. K] is nilpotent, so is the ideal L + LR [resp. K + RK], whence 
L c M(R) (resp. K C M(R)] . 

(d) If N is a maximal nilpotent ideal of R, then R/ N has no nonzero nilpotent 
left or right ideals. [Hint: first show that Rj N has no nonzero nilpotent ideals ; 
then apply (c) to the ring R/ N.] 

(e) If K [resp. L] is nil, but not nilpotent and 1r : R � R/ N is the canonical 
epimorphism, then 1r(K) [resp. 1r(L)] is a nil right [resp. left] ideal of R/ N which is 
not nilpotent. 

16. (Levitsky) Every nil left or right ideal / in a left Noetherian ring R is nilpotent. 
(Sketch ofProof. It suffices by Exercise 1 5  to assume that R has no nonzero nil
potent left or right ideals. Suppose I is a left or a rigpt ideal which is not nilpo
tent and 0 � a z I. Show that aR is a nil right ideal (even though I may be a left 
ideal), whence the left ideal G..(u) is nonzero for all u E aR. There exists a nonzero 
uo c aR with <:t(uo) maximal, whence <:t(uo) = a(uoX) for all x c R such that UoX � 0. 
Show that (uoY)Uo = 0 for all y c R, so that (Ruo)2 = 0. Therefore Ru0 = 0, which 
implies that { r c R I Rr = 0}  is a nonzero nilpotent right ideal of R; contradiction.] 

1 7. Show that Nakayama's Lemma VIII .4.5 is valid for any ring R with identity, 
provided condition (i) is replaced by the condition 

(i') J is contained in the Jacobson radical of R. 

[Hint: Use Theorem 2 .3(iv) and Exercise 1 (c) to show (i') ::::::> (ii).] 

3. SEM ISIM PLE RINGS 

In accordance with the theory of radicals outlined in the first part of Section 2 we 
now restrict our study to rings that are Jacobson semisimple. Arbitrary semisimple 
rings are characterized as particular kinds of sub rings of direct products of primitive 
rings (Proposition 3 .2). Much stronger results are proved for semisimple (left) 
Artinian rings. Such rings are actually finite direct products of simple rings (Theorem 
3.3). They may also be characterized in numerous ways in terms of modules (Theo
rem 3. 7). Along the way semisimple modules over arbitrary rings are defined and 
their basic properties developed (Theorem 3 .6). 

Defin ition 3.1. A ring R is said to be a subdirect product of the fan1ily of rings 
{ Ri I i z I l ifR is a subrinK of the direct product II Ri such that 7rk(R) = Rk for every 

iel 

k c I, where 7rk : II  Ri � Rk is the canonical epimorphism. 
iel 

REMARK. A ring S is isomorphic to a subdirect product of the family of rings 
{ Ri I i E I}  if and only if there is a monomorphism of rings ¢ : S � II Ri such that 

iel 
7rkc/>(S) = Rk for every k E I. 
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EXAMPLE. Let P be the set of prime integers. For each k c Z and p e P let 
k P e Z p be the image of k under the canonical epimorphism Z � Z p· Then the map 
cjJ : Z ----+ n Z p given by k � ( k -p} paP is a monomorphism Of rings SUCh that 

peP 

1r PcJ>(Z) = Z P for every p c P. Therefore Z is isomorphic to a subdirect product of the 
family of fields {Zp I p e P} . More generally we have : 

Pro position 3.2. A nonzero ring R is semisimple if and only ifR is isomorphic to a 
subdirect product of primitive rings. 

REMARK. Propositions 1 .7 and 3 .2 imply that a nonzero commutative semi
simple ring is a subdirect product of fields. 

SKETCH OF PROOF OF 3.2. Suppose R is nonzero semisimple and let CP be 
the set of all left primitive ideals of R. Then for each P e CP, R/ P is a primitive ring 
(Definition 2.1  ). By Theorem 2.3 (iii), 0 = J(R) = n P. For each P let Ap : R --+  Rj P 

Pe(J' 

and 7rp : fl Rj Q --+  R/ P be the respective canonical epimorphisms. The map 
Qe.(J' 

cP : R --+ n R/ p given by r � { Ap(r) }  P�(J' = { r + pI P.(J' is a monomorphism of 
Pe.(J' 

rings such that 1rp<j>(R) = RIP for every P e CP. 
Conversely suppose there is a family of primitive rings { Ri I i c I} and a mono

morphism of rings ¢ : R --+ fl Ri such that 7rk¢(R) = Rk for each k e I. Let 1/lk be the 
ie.I 

epimorphism 'TrkcP· Then R/Ker 1/;k is isomorphic to the primitive ring Rk (Corollary 
III.2.10), whence Ker 1/;k is a left primitive ideal of R (Definition 2 . 1 ). Therefore 
J(R) C n Ker 1/;k by Theorem 2.3 (iii). However, if r e R and 1/lk(r) = 0, then the kth 

ke.l 

component of ¢(r) in flRi is zero. Thus if r c n Ker 1/;k, we must have cjJ(r) = 0. 
kF.[ 

Since ¢ is a monomorphism r = 0. Therefore J(R) c n Ker 1/lk = 0, whence R is 
krd 

semisimple. • 

In view of the results on primitive rings in Section 1 ,  we can now characterize 
semisimple rings as those rings that are isomorphic to subdirect products of families 
of rings, each of which is a dense ring of endomorphisn1s of a vector space over a 
division ring. Unfortunately sub direct products (and dense rings of endomorphisms) 
are not always the most tractable objects with which to deal . But in the absence of 
further restrictions this is probably the best one can do. In the case of (left) Artinian 
rings, however, these results can be considerably sharpened. 

Theorem 3.3. ( Wedderburn-Arlin). The following conditions on a ring R are 
equivalent. 

(i) R is a nonzero semisimple left Artinian ring; 
(ii) R is a direct product of a finite number of simple ideals each of which is iso

morphic to the endomorphism ring of afinire dimensional vector space over a division 
ring; 

(iii) there exisr division rings D�, . . .  , Dt and positive integers n1, . . .  , nt such that 
R is isomorphic to the ring Matn1DI X Matn2D2 X ·  · · X MatntDt. 
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REMARK. By a simple ideal of R we mean an ideal that is itself a simple ring. 

PROOF OF 3.3. (ii) {::::} (iii) Exercise 111.2.9 and Theorem Vll.1 .4. 
t 

(ii) ==> (i) By hypothesis R ,-....; IJ Ri with each Ri the endomorphism ring of a 
i = 1  

vector space. The example after Definition 1 .5 shows that each R, is primitive, 
whence J(Ri) = 0 by Theorem 2.10 (i). Consequently by Theorem 2. 17  

t 
J(R) ,-....; II J(Ri) = 0. 

i = l  

Therefore R is semisimple. R is left Artinian by Theorem VII.I .4 and Corollaries 
VIII.l .7 and VIII . l . 12. 

(i) ==> (ii) Since R � 0 and J(R) = 0, R has left primitive ideals by Theorem 2.3 
(iii). Suppose that R has only finitely many distinct left prinntive ideals: Pt , P2, . . .  , Pt. 
Then each R/ Pi is a primitive ring (Definition 2 . 1 )  that is left Artinian (Corollary 
VIII . l .6). Consequently, by Theorem 1 .14  each R/Pi is a simple ring isomorphic to 
an endomorphism ring of a finite dimensional left vector space over a division ring. 
Since R/Pi is simple, each Pi is a maximal ideal of R (Theorem 111 .2 . 13). Furthermore 
R2 � Pi (otherwise (R/Pi)2 = 0), whence R2 + Pi = R by maximality. Likewise if 
i � j, then Pi + P,- = R by maximality. Consequently by Corollary 111 .2.27 (of 
the Chinese Remainder Theorem) and Theorem 2. 3 (iii) there is an isomorphism 
of rings: 

t 
R = R/0 = R/J(R) = R/n Pi ,-....; R/Pt X · · ·  X RjP,. 

i =  1 
t 

If r.k : R/ Pk --+ II Rj Pi is the canonical monomorphism (Theorem 111.2.22), then 
i =  1 t t 

each tk(R/ Pk) is a simple ideal of II R/ Pi. Under the isomorphism II R/ Pi ,-....; R,  
i = l i = 1  

the images of the tk(R/Pk) are simple ideals of R. Clearly R is the (internal) direct 
product of these ideals. 

To complete the proof we need only show that R cannot have an infinite number 
of distinct left primitive ideals. Suppose, on the contrary, that P�, P2, Pa, . . . is a se
quence of distinct left primitive ideals of R. Since 

is a descending chain of (left) ideals there is an integer n such that Pt n · · · n Pn 
= PI n . . . n Pn n Pn+h whence pl n . . . n Pn c Pn+l· The previous paragraph 
shows that R2 + Pi = R and Pi + Pi = R (i � j) for i,j = 1 ,2, . . . , n + 1 .  The 
proof of Theorem 111 .2.25 shows that Pn+t + (Pt n · · · n Pn) = R. Consequently 
P1t+t = R, which contradicts the fact that Pn+l is left primitive (see the Remark after 
Definition 2 . 1). Therefore R has only finitely many distinct primitive ideals and the 
proof is complete. • 

Corollary 3.4. (i) A semisimple left Artinian ring has an identity. 
(ii) A semisimple ring is left Artinian if and only if it is right Artinian. 

(iii) A semisimple left Artinian ring is both left and right Noetherian. 
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REMARK. Somewhat more is actually true : any left Artinian ring with identity 
is left Noetherian (Exercise 13). 

SKETCH OF PROOF OF 3.4. (i) Theorem 3.3. (ii) Theorem 3.3 is valid 
with ��left" replaced by ��right" throughout. Consequently the equivalence of condi
tions (i) and (iii) of Theorem 3.3 implies that R is left Artinian if and only if R is 
right Artinian. 

(iii) Corollaries VII1. 1 .7 and VIII.I . I2  and Theorem 3.3 (iii). • 

The following corollary is not needed in the sequel. Recall that an element e of a 
ring R is said to be idempotent if e2 = e. 

Corol lary 3.5. /fl is an ideal in a semisimple left Artinian ring R,  then I = Re, where 
e is an idempotent which is in the center ofR .  

SKETCH OF PROOF. By Theorem 3.3 R is a (ring) direct product of simple 
ideals, R = II X . . .  X In. For each j, I n li is either 0 or li by simplicity. After re
indexing if necessary we may assume that I n Ii = li for j = 1 ,2, . . . , t and 
I n /1 = 0 for j = t + 1 ,  . . . , n. Since R has an identity by Corollary 3.4, there exist 
ei E Ii such that lR  = e1 + e2 + · · · + en . Since Ilk = 0 for j � k we have 

whence el = ei for each j. It is easy to verify that each ei lies in the center of R and 
that e = e1 + e2 + · · · + et is an idempotent in I which is in the center of R. Since I 
is an ideal, Re C I. Conversely if u E /, then u = u1R = ue1 + · · · + uen. But for 
j > I, uej E I n /j = 0. Thus u = uel + . . .  + Uet = ue. Therefore I c Re. • 

Theorem 3.3 is a characterization of semisimple left Artinian rings in ring 
theoretic terms. As one might suspect from the close interrelationship of rings and 
modules, such rings can also be characterized strictly in terms of modules. In order 
to obtain these characterizations we need a theorem that is valid for modules over an 
arbitrary ring. 

Theorem 3.6. The following conditions on a nonzero module A over a ring R are 
equivalent. 

(i) A is the su1n of a family of simple submodules. 
(ii) A is the (internal) direct sum of a fan1ily of sin1ple submodules. 
(iii) For every nonzero element a of A, Ra � 0; and every submodule B of A is a 

direct sun1mand (that is, A = B ffi C for some submodule C). 

A module that satisfies the equivalent conditions of Theorem 3.6 is said to be 
semisimple or completely reducible. The terminology semisimple is motivated by 
Theorem 3.3 (ii) and the fact (to be proved below) that every module over a (left) 
Artinian semisimple ring is semisimple. 
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SKETCH OF PROOF OF 3.6. (i) => (ii) Suppose A is the sum of the family 
{Bi I i E If of simple submodules (that is, A is generated by U Bi). Use Zorn's Lemma 

ie.l 

to show that there is a nonempty subset J of I which is maximal with respect to the 
property: the submodule generated by { B1 I j e J} is in fact a direct sum L Bi. We 

jeJ 

claim that A = L B;. To prove this we need only show that Bi C L Bi for every 
jeJ je.J 

i e I. Since Bi is simple and Bi n <L B;) is a submodule of Bi, either Bi n <L Bi) = 
Bi, which implies Bi c L B1, or Bi n <.L B1) = 0. The second case cannot occur. 
Fo.r if it did, K = ( i }  U J would be a set such that the submodule generated by 
{ Bk I k E  K} is a direct sum (Theorem IV.l . l .5)� which contradicts the maximality of J. 

(ii) =:::::} (iii) Suppose A is the direct sum L Bi with each Bi a simple submodule. If 
ie.I 

a is a nonzero element of A, then a = bi1 + · · · + bik with 0 � bik E Bik Ot, . . . , ik E 1). 
Clearly Ra = 0 if and only if Rbik = 0 for each h. But Remark (iii) after Definition 
1 . 1 shows that Rbik = Bik � 0. Therefore Ra � 0. 

Let B be a nonzero submodule of A.  By simplicity B n Bi is either 0 or Bi. If 
B n Bi = Bi for all i, then A = B and B is trivially a direct summand, A = B EB 0. 
Otherwise B n Bi = 0 for some i. Use Zorn"s Lemma to find a subset J of I which is 
maximal with respect to the property : B n (,L Bi) = 0. We claim that 

je.J 

A = B EB c.L Bj). It suffices by Theorem IV. 1 . 1 5  to show that Bi c B EB c.L Bi) 
j� ieJ 

for each i. If i e J, then Bi C L Bi and we are done. If i 4 J and Bi sZ' B EB L B1, 
ie.J jeJ 

then Bi n (B E8 L Bi) = 0 by the simplicity of Bi. It follows that J u { i} is a set 
je.J 

that contradicts the maximality of J. Therefore Bi C B E8 ,L 81• 
jeJ 

(iii) =:::::} (i) We first observe that if N is any submodule of A, then every submodule 
K of N is a direct summand of N. For by hypothesis K is a direct summand of A, 

say A = K E8 L. Verify that N = N n A = (N n K) EB (N n L) = K EB (N n L). 
Next we show that A has simple submodules. Since A � 0, there exists a nonzero 

element a of A.  Use Zorn"s Lemma to find a submodule B of A that is maximal with 
respect to the property that a 4 B. By hypothesis A = B E8 C for some nonzero sub
module C and RC � 0. We claim that C is simple. If it were not, then C would have 
a proper submodule D, which would be a direct summand of C by the previous para
graph . Consequently C = D E8 E with E =F 0, whence A = B E8 C = B EB D E8 £, 
with D =F 0 and E =F 0. Now B EB D and B EB E both contain B properly. Therefore 
by the maximality of B we must have a E B EB D and a E B E8 E. Thus b + d = a 
= b' + e (b,b' E B; dE  D; e E E). Now 0 = a - a = (b - b') + d - e E B EB D EB E 
implies that d = 0, e = 0, and b - b' = 0. Consequently, a = b E  B which is a con
tradiction. Therefore C is simple. 

Let Ao be the submodule of A generated by all the simple submodules of A.  Then 
A = A0 EB N for some submodule N. N satisfies the same hypotheses as A by the 
paragraph before last. If N =F 0, then the argument in the immediately preceding 
paragraph shows that N contains a nonzero simple submodule T. Since T is a simple 
submodule of A, T c A0• Thus T C A0 n N = 0, which is a contradiction. There
fore N = 0, whence A = Ao is the sum of a family of simple submodules. • 

We are now able to give numerous characterizations of semisimple left Artinian 
rings i n  terms of modules. Since the submodules of a ring R (considered as a left 
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R-module) are precisely the left ideals of R, some of these characterizations are 
stated in terms of left ideals. A subset { e1, . . .  , em } of R is a set of orthogonal idem
potents if ei2 = ei for all i and eie1 = 0 for all i � j. 

Theorem 3.7. The following conditions on a nonzero ring R with identity are equiv
alent. 

(i) R is semisimple left Artinian; 
(ii) every unitary left R-module is projective; 

(iii) every unitary left R-module is injective; 
(iv) every short exact sequence ofunitary left R-modules is split exact; 
(v) every nonzero unitary left R-module is semisimple; 

(vi) R is itself a unitary semisimple left R-module,; 
(vii) every left ideal ofR is of the form Re with e idempotent; 

(viii) R is the (internal) direct sum (as a left R-module) of minimal left ideals 
K.,  . . .  , Km such that Ki = Rei (ei E R) for i = 1 ,2, . . .  , m and { e�, . . .  , em } is a set 
of orthogonal idempotents with e1 + e2 + · · · + em = 1R. 

REMARKS. Since a semisimple ring is left Artinian if and only if it is right 
Artinian (Corollary 3 .4), each condition in Theorem 3.7 is equivalent to its obvious 
analogue for right modules or right ideals. There is no loss of generality in assuming 
R has an identity, since every semisimple left Artinian ring necessarily has one by 
Corollary 3 .4. The theorem is false if the word "unitary" is omitted (Exercise 10). 

SKETCH OF PROOF OF 3.7. (ii) {=> (iii) (:::::} (iv) is Exercise IV.3 . 1 . To com
plete the proof we shall prove the implications (iv) � (v) and (v) ==> (vii) -:.} (vi) ==> 
(i) ==} (viii) ==> (v). 

(iv) ==> (v) If B is a submodule of a nonzero unitary R-module A, then 

c 
0 --+ B --+ A --+ A/B � O  

is a short exact sequence, which splits by hypothesis. The proof of Theorem IV . 1 . 1 8  
shows that A = B E8 C with C "-� A/B. Since A is unitary, Ra � 0 for every non
zero a E A.  Therefore A is semisimple by Theorem 3.6. 

(v) =::} (iv) Let 0 --+  A !_, B � C � 0 be a short exact sequence of unitary R-mod
ules. Then f : A � f(A) is an isomorphism. Since B is semisimple by ( v), f(A) is a 
direct summand of B by Theorem 3 .6. If rr :  B � f(A) is the canonical epimorphism, 
then 1rf= fandf-17f : B � A is an R-module homomorphism such that ( f-17r) f= 1A . 
Therefore the sequence splits by Theorem IV. 1 . 1 8. 

(v) � (vii) The left ideals of R are precisely its submodules. If L is a left ideal, 
then R = L ffi l  for some left ideal I by (v) and Theorem 3 .6. Consequently, there 
are e. E L and e2 e I such that lR = e1 + e2• Since e1 E L, Re1 C L. If r E L, then 
r = rel + re2, whence re2 = r - re. E L n I = 0. Thus r = re. for every r E L ;  in 
particular, e.e. = e. and L C Re • .  Therefore, L = Re, with e1 idempotent. 

(vii) =::} (vi) A submodule L of R is a left ideal, whence L = Re with e idempotent. 
Verify that R(1R - e) is a left ideal of R such that R = Re E8 R(1R - e). Therefore, 
R is semisimple by Theorem 3.6. 

(vi) ==} (i) By hypothesis R is a direct sum L Bi, with each B� a simple submodule 
ird 

(left ideal) of R. Consequently there is a finite subset /o of I (whose elements will be 



440 CHAPTER I X  T H E  ST RUCTU R E  OF R I N GS 

labeled 1 ,2 , . . .  , k for convenience) such that 1R = e1 + e2 + · · · + ek (ei E Bi). Thus 
k k 

for every r E R, r = ret + re2 + · · · + rek E L Bi, whence R = L Bi. If r E J(R), 
i = l  i = l  

then rBi = 0 for all i by Theorem 2 .3 (i). Consequently, 

r = r1R = ret + re2 + · · · + rek = 0 .  

Therefore, J(R) = 0 and R is semisimple. Since Bi is simple and 

the series 

is a composition series for R. Therefore, R is left Artinian by Theorem VIII.I . 11 .  
t 

(i) � (viii) In view of Theorem 3.3 it suffices to assl)me that R = IT MatniDi 
i = l 

with each ni > 0 and each Di a division ring. For each fixed i and each j = 1 ,2 , . . .  , ni 
let eii be the matrix in MatniDi with 1ni in position (j,j) and 0 elsewhere. Then 
{ eit, . . . , eini } is a set of orthogonal idempotents in Matn;Di = Ri whose sum is the 
identity matrix. The proof of Corollary VIII . l . 12 shows that each Rieii is a minimal 
left ideal of Ri and Ri = Rieit EB · · · EB Riei� · Since R is the ring direct product 
Rt X · · · X R,, it follows that RiR 1 = 0 for i � j;  that Reii = Rieii ; that Reii is a 
minimal left ideal of R; and that { eii I 1 < i < t ;  1 < j < ni } is a set of orthogonal 

t t t n• 

idempotents in R whose sum is L (_L eii) = L 1Rt: = 1 R. Clearly R = L L Reii· 
i = l  j i = l  i = l i = l  

(viii) � (v) Let A be a unitary R-module. For each a E A and each i, Kia is a sub-
module of A (Exercise IV. l .3) an" a = lRa = e1a + · · · + ema E K1a + · · · + Kma. 
Consequently the submodules Kia (a E A, 1 < i < m) generate A .  For each a E A 
and each i, the map f :  Ki ----) Kia given by k � ka is an R-module epimorphism. 
Since Ki is a minimal left ideal of a ring with identity, Ki is a simple R-module. Con
sequently if Kia � 0 ,  then f is an isomorphism by Schur's Lemma 1 . 10 . Thus 
{ Kia I I  < i < m; a E A ;  Kia � 0 }  is a family of simple submodules whose sum is A.  
Therefore A is semisimple by Theorem 3.6. • 

Theorems 3.  3 and 3. 7 show that a semisimple left Arti�ian ring may be decom
posed as a direct product [resp. sum] of simple ideals [resp . minimal left ideals]. We 
turn now to the question of the uniqueness of these decompositions. 

Proposition 3.8. Let R be a semisimple left Artinian ring. 

(i) R = I. X · · · X tl where each Ij is a sitnple ideal ofR.  
(ii) lfJ is any simple ideal ofR, then J = Ik  for son1e k .  

(iii) lfR = J. X ·  · · X 1m with each Jk a simple ideal ofR, then n = m and (after 
reindexing) Ik = Jk fvr k = I ,2, . . .  , n.  

REMARKS. The conclusion J = 11 [resp. Jk = /k] is considerably stronger than 
the statement "'J [resp. Jk] is isomorphic to Ik." The uniquely determined simple 
ideals /1 , • • •  , In in Proposition 3.8 are called the simple components of R. 
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PROOF OF 3.8. (i) is true by Theorem 3.3. (ii) If J is a simple ideal of R, then 
RJ � 0, whence IkJ � 0 for some k. Since IkJ is a nonzero ideal that is contained in 
both Ik andJ, the simplicity of lk andJ implies Ik = Ikl = J. (iii) The ideals /17 • • • , In 
[resp. J. , . . . , lm] are nonzero and mutually disjoint by hypothesis. Define a map {) 
from the m element set {J�, . . .  , lm } to the n element set { /� , . . .  , In } by Jk � lk, 
where Jk = Ik. (} is well defined and injective by (ii), whence m < n. The same argu
ment with the roles of Jk and Ik reversed shows that n < m. Therefore n = m and (} is 
a bijection. • 

A semisimple left Artinian ring R is a direct sum of minimal left ideals by Theo
rem 3.7 (viii). The uniqueness (up to isomorphism) of this decomposition will be an 
immediate consequence of the following proposition. For R is a semisimple R-mod
ule (Theorem 3 .7 (vi)) and the minimal left ideals of R are precisely its simple 
submodules. 

Proposition 3.9. Let A be a semisimple module over a ring R. If there are direct sum 
decompositions 

where each Bi, Cj is a simple submodule of A, then m = n and (after reindexing) 
Bi 1'-./ Ci for i = 1 ,2, . . .  , m. 

REMARK. The uniqueness statement here is weaker than the one in Proposi
tion 3.8. Proposition 3.9 is false if uB, 1'-./ C,/'  is replaced by "Bi = C/' (Exercise 1 1 ). 

PROOF OF 3.9. The series 

A = B1 EB · · · EB Bm :J B2 EB ·  · ·EB Bm :J · · · :J Bm :J 0 

is a composition series for A with simple factors B. , Bz, . . .  , Bm (see p. 375). Similarly 
A = c. EB · . · EB c71 :J c2 EB· . · EB Cm :J . . .  :J Cm :J 0 is a composition series for 
A with simple factors C1, . . .  , Cn. The Jordan-Holder Theorem VIII. l .1 0  implies 
that m = n and (after reindexing) Bi 1'-./ Ci for i = 1 ,2, . . . , m .  • 

The following theorem will be used only in the proof of Theorem 6. 7. 

Theorem 3.10. Let R be a semisimple left Artinian ring. 

(i) Every sin1ple left [resp. right] R-module is ison1orphic to a minimal /eft [resp. 
right] ideal ofR. 

(ii) The number ofnonisomorphic simple left [resp. right] R-modules is the same as 
the nunzber of sin1ple con1ponents ofR. 

PROOF. R is right Artinian by Corollary 3.4. Since the preceding results are 
left-right symmetric, it suffices to prove the theorem for left modules. 

(i) By Theorem 3 .7, R = Kt EB · · ·EB Km with each Ki a nonzero minimal left 
ideal (simple submodule) of R. R has an identity (Corollary 3 .4) and every simple 
R-module A is unitary by Remark (ii) after Definition 1 .1 .  The proof of (viii) =:} (v) 
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of Theorem 3.7 shows that for some i (1 < i < m) and a E A, A contains a nonzero 
submodule Kia such that Kia "-� Ki. The simplicity of A implies that A = Kia "-� Ki

(ii) The simple components of R are the unique simple ideals li of R such that 
R = /1 X · · · X In (Proposition 3 .8). In view of (i) it suffices to prove : 

(a) each Ki is contained in some It ; 
(b) each It contains some Ki ; 
(c) K, "-� Ki as R-modules if and on!y if Ki and K1 are contained in the same 

simple component It. 
These statements are proved as follows. 

(a) Since R has an identity, Ki = RKi = ltKi X · · · X lnKi. Since each I1Ki is a 
left ideal of R contained in Ki, we must have J,Ki = Ki for some t and liKi = 0 for 
j � t by minimality. Therefore Ki = J,Ki C It. 

(b) If I, contains no Ki, then R = L Ki is contained in 

/1 X · · · X It-t X le+t X · · · X In 

by (a). Since It � 0 by simplicity and R = ITI1, 

0 � It = It n R = It n (It X · · · X lt-1 X lt+t X · · · X In) = 0, 

which is a contradiction. 
(c) If Ki c lt1 and K7 C lt2 with t1 rf; 12, then by (a), 0 � Ki = lt1Ki and 

0 � K1 = 1,2K1. Since R = IT1i, lt/t2 = 0 = ft21,1 • Consequently, there can be no 
R-module isomorphism Ki "-� Kj. Conversely suppose Ki c I, and K1 c ft. Then Ki 
and Ki are It-modules. Since It is simple and 0 rf; Ki = ltKi by (a), the left anni
hilator ideal of Ki in /, must be zero. Consequently, K1Kt � 0 since 0 � K1 C It. 
Thus for some a E Ki, K1a � 0. Since Ki and K1 are left ideals of R, K1a is a nonzero 
left idea� of R and Kia C Ki. Therefore K1a = Ki by minimality. The proof (viii) ==:} 
(v) of Theorem 3 .7 shows that K1a "-� Ki, whence Ki "-� Ki . • 

E X E R C I S E S 
1 .  A ring R is isomorphic to a subdirect product of the family of rings { Ri I i E /} if 

and only if there exists for each i E I an ideal Ki of R such that Rj Ki "-� R1 and 
n Ki = o. 
ie.I 

2. A ring R is subdirectly irreducible if the intersection of all nonzero ideals of R is 
nonzero . 

(a) R is subdirectly irreducible if and only if whenever R is isomorphic to a 
subdirect product of {Ri I i e I}, R - Ri for some i e I [see Exercise I ] . 

(b) (Birkhoff) Every ring is isomorphic to a subdirect product of a family of 
subdirectly irreducible rings . 

(c) The zero divisors in a commutative subdirectly irreducible ring (together 
with 0) form an ideaL 

3 .  A commutative semisimple left Artinian ring is a direct product of fields. 

4. Determine up to isomorphism all semisimple rings of order 1 008. How many of 
them are commutative? [Hint: Exercise V.8 . 10.] 

5. An element a of a ring R is regular (in the sense of Von Neumann) if there exists 
x E R such that axa = a. If every element of R is regular, then R is said to be a 
regular ring. 
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(a) Every division ring is regular. 
(b) A finite direct product of regular rings is regular. 
(c) Every regular ring is semisimple. [The converse is false (for example, Z).] 
(d) The ring of all linear transformations on a vector space (not necessarily 

finite dimensional) over a division ring is regular. 
(e) A semisimple left Artinian ring is regular. 
(f) R is regular if and only if every principal left [resp. right] ideal of R is 

generated by an idempotent element. 
(g) A nonzero regular ring R with identity is a division ring if and only if its 

only idempotents are 0 and lR.  

6. (a) Every nonzero homomorphic image and every nonzero submodule of a 
semisimple module is semisimple . 
(b) The intersection of two semisimple submodules is 0 or semisimple. 

7. The following conditions on a semisimple module A are equivalent : 
(a) A is finitely generated. 
(b) A is a direct sum of a finite number of simple submodules. 
(c) A has a composition series (see p. 375). 
(d) A satisfies both the ascending and descending chain conditions on sub

modules (see Theorem VIII. l .l 1 ). 

8. Let A be a module over a left Artinian ring R such that Ra � 0 for all nonzero 
a E A and let 1 = 1(R). Then 1A = 0 if and only if A is semisimple. [Hints: if 
1A = 0, then A is an R/1-module, with R/1 semisimple left Artinian; see 
Exercise IV. l . l 7  .] 

9. Let R be a ring that (as a left R-module) is the sum of its minimal left ideals. 
Assume that { r E R I Rr = 0 J = 0. If A is an R-module such that RA = A, then 
A is semisimp]e. [Hint: if l is a minimal left ideal and a E A, show that Ia is either 
zero or a simple submodule of A .] 

10. Show that a nonzero R-module A such that RA = 0 is not semisimple, but may 
be projective. Consequently Theorem 3.7 may be false if the word •'unitary" is 
omitted. [See Exercise IV.2.2, Theorem IV.3.2 and Proposition IV.3.5 .] 

1 1 .  Let R be the ring of 2 X 2 matrices over an infinite field. 
(a) R has an infinite number of distinct proper left ideals, any two of which 

are isomorphic as left R-modules. 
(b) There are infinitely many distinct pairs (B,C) such that B and C are mini

mal left ideals of R and R = B E8 C. 

12 .  A left Artinian ring R has the same number of nonisomorphic simple left R-mod
ules as nonisomorphic simple right R-modules. [Hint: Show that A is a simple 
R-module if and only if A is a simple Rj1(R)-module ; use Theorem 2.14 and 
Theorem 3 . 1  0.] 

1 3 .  (a) (Hopkins) If R is a left Artinian ring with identity, then R is left Noetherian. 
[Hints : Let n be the least positive integer such that Jn = 0 (Proposition 2 . 1 3) .  
Let 1° = R. Since J(Jij 1i+l) = 0 and R is left Artinian each 1ij 1i+I (0 < i < n - 1) 
bas a composition series by Exercises 7 and 8. Use these and Theorem IV. l . tO  to 
construct a composition series for R; apply Theorem VIII.l . l l .] 
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Remark. Hopkins� Theorem is valid even if the hypothesis "'R has an identity" 
is replaced by the much weaker hypothesis that { r E R I rR = 0 and Rr = 0} 
0;  see L. Fuchs [ 1 3 ;  pp. 283-286]. 

{b) The converse of Hopkins' Theorem is false. 

4. TH E PRI M E  RADICAL; PRI M E  AN D SEMI PRI M E  RINGS 

We now introduce the prime radical of a ring and call a ring semi prime if it has 
zero prime radical (Definition 4.1) .  We then develop the analogues of the results 
proved in Sections 2 and 3 for the Jacobson radical and semisimple rings (Proposi
tions 4.2-4.4). There is a strong analogy between the prime radical, prime ideals� 
semiprime rings, prime rings, and the Jacobson radical, left primitive ideals, semi
simple rings, and prin1itive rings respectively. 

The remainder of the section is devoted to a discussion of Goldie's Theorem 4.8, 
which is a structure theorem for semiprime rings satisfying the ascending chain con
dition on certain types of left ideals. Goldie's Theorem plays the same role here as do 
the Wedderburn-Artin Theorems 1 . 14  and 3.3 for rings with the descending chain 
condition on left ideals. In fact Goldie�s Theorem may be considered as an extension 
of the Wedderburn-Artin Theorems to a wider class of rings. A fuller explanation of 
these statements is contained in  discussions after Proposition 4.4, preceding Theo
rem 4.8 and after Corollary 4.9. 

This section is not needed in the sequel. 

Defin ition 4.1. The prime radical P(R) of a ring R is the intersection of all prime 
ideals ofR . lfR has no-JJrime ideals, then P(R) = R .  A ring R such that P(R) = 0 is 
said to be semiprime. 

REMARKS. The prime radical (also called the Baer lower radical or the McCoy 
radical) is the radical with respect to a certain radical property, as defined in the in
troduction to Section 2; for details, see Exercises 1 and 2. A semiprime ring is one 
that is semisimple with respect to the prime radical (see the introduction to Section 2). 
We use the term "semiprime" to avoid both awkward ph�asing and confusion with 
Jacobson semisimplicity. The relationship of the prime radical with the Jacobson 
radical is discussed in Exercise 3 .  

Just as in  the case of the Jacobson radical, there is a close connection between the 
prime radical of a ring R and the nilpotent ideals of R. In order to prove one such 
result, we must recall some terminology. 

Let S be a subset of a ring R. By Theorem 1 .4 the set { r E R I rS = 0 I is a left 
ideal of R, which is actually an ideal if S is a left ideal. The set { r E R I rS = O l  is 
called the left annihilator of S and is denoted Ci(S). Similarly the set 

ctr(S) = { r E R I Sr = 0} 

i s  a right ideal of R that is an ideal if  S is a right ideal. ctr{S) is called the right 
annihilator of S. A left [resp. right] ideal I of R is said to be a left [resp . right] 
annihilator if I = ct(S) [resp. I = fir(S)] for some subset S of R. 
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REMARK. The intersection of two left [resp. right] annihilators is also a left 
[resp. right] annihilator since a(S) n Ci( D = a(S U T). If S and T are actually left 
ideals, then Ci(S) n acn = ft(S U n = ft(S -t- n. 

Proposition 4.2. A ring R is semiprime if and only if R has no nonzero nilpotent 
ideals. 

SKETCH OF PROOF. ( �) If I is a nilpotent ideal and K is any prime ideal, 
then for some n, Jn = 0 E K, whence I C K. Therefore I C P(R). Consequently, if R 
is semiprime, so that P(R) = 0, then the only nilpotent ideal is the zero ideal. 

( <=} Conversely suppose that R has no nonzero nilpotent ideals. We must show 
that P(R) = 0. It suffices to prove that for every nonzero element a of R there is a 
prime ideal K such that a 4 K, whence a 4 P(R). We first observe that a(R) n R is a 
nilpotent ideal of R since 

(Ci(R) n R)(Ci(R) n R) C a(R)R = 0. 

Consequently, ct(R) = a(R) n R = 0. Similarly Cir(R) = 0. If b is any nonzero 
element of R, we claim that RbR � 0. Otherwise Rb C a(R) = 0, whence Rb = 0. 
Thus b E Cir(R) = 0, which is a contradiction. Therefore RbR is a nonzero ideal of R 
and hence not nilpotent. Consequently bRb � 0 (otherwise (RbR)2 c RbRbR = 0). 
For each nonzero b E  R choose f(b) E bRb such that /(b) � 0. Then by the Recursion 
Theorem 6.2 of the Introduction there is a function 'P : N � R such that 

<P(O) = a and <P(n + 1)  = f('{J(n)). 

Let an = <P(n) so that an+l = f(an) � 0. Let s = { ai I i > 0 t .  Use Zorn's Lemma to 
find an ideal K that is maximal with respect to the property K n S = 0 (since 0 t S 
there is at least one ideal disjoint from S). 

Since a = ao E S, a 4 K and K � R. To complete the proof we need only show 
that K is prime. If A and B are ideals of R such that A ¢ K and B ¢ K, then 
(A + K) n S � 0 and (B + K) n S � 0 by rnaximality. Consequently for some 
i,j, ai E A + K and Oj E B + K. Choose m > max { i,j} . Since an+t = /(an) E anRan 
for each n, it follows that aTil E (aiRai) n (aiRai) c (A + K) n (B + K). Con
sequently, 

am+l = f(am) E amRam c (A + K)(B + K) c AB + K. 

Since am+I 4 K, we must have AB � K. Therefore K is a prime ideal. • 

A ring R is said to be a prime ring if the zero ideal is a prime ideal (that is, if /, J 
are ideals such that IJ = 0, then I = 0 or J = 0). The relationships among prime 
ideals, prime rings, and semiprime rings are analogous to the relationships between 
left primitive ideals, primitive rings, and semisimple rings. In  particular, we note 
the following: 

(i) The prime [resp. Jacobson] radical is the intersection of all prime [resp. 
primitive] ideals (see Theorem 2.3(iii)). 

(ii) Every prime ring is semiprime since 0 is a prime ideal. This corresponds to 
the fact that every primitive ring is semisimple (Theorem 2.10(i)). 
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Pro position 4.3. K is a prime ideal of a ring R if and only ifR/K is a prime ring. 

/ 

REMARK. This is the analogue of Definition 2 . 1  (left primitive ideals) . 

SKETCH OF PROOF OF 4.3. If R/ K is prime, let 1r : R � R/ K be the 
canonical epimorphism. If I and J are ideals of R such that IJ C K, then 1r(l), 1r(J) 
are ideals of R/ K (Exercise III.2 . 13(b)) such that 1r(l)1r(J) = 1r(IJ) = 0. Since R/ K is 
prime, either 1r(l) = 0 or 1r(J) = 0; that is, I c K or J c K. Therefore, K is a prime 
ideal (Definition 111.2 . 14).  The converse is an easy consequence of Theorem III.2. 1 3  
and Definition III.2 . 14. • 

The final part of the semiprime-semisimple analogy is given by 

Proposition 4.4. A ring R is semiprime if and only ifR ·;s isomorphic to a subdirecr 
product of prime rings. 

SKETCH OF PROOF. Proposition 4.4 is simply Proposition 3 .2  with the 
words "semisimple" and uprimitive" changed to "semiprime" and "prime" re
spectively. With this change and the use of Propo�ition 4.3 in place of Definition 2 . 1 ,  
the proof of Proposition 3 .2 carries over verbatim to the present case. • 

We have seen that primitive rings are the basic building blocks for semisimple 
rings. Proposition 4.4 shows that the basic building blocks for semiprime rings are 
the prime rings. At this point the analogy between primitive and prime rings fails. 
Primitive rings may be characterized in terms of familiar matrix rings and endomor
phism rings of vector spaces (Section 1) .  There are no comparable results for prime 
rings. But the situation is not completely hopeless. We have obtained very striking 
results for primitive and semisimple left Artinian rings (Sections 1 and 3). Conse
quently it seems plausible that one could obtain useful characterizations of prime 
and semiprime rings that satisfy certain chain conditions. We shall now do precisely 
that. 

We first observe that in a left Artinian ring the prime radical coincides with the 
Jacobson radical (Exercise 3(c)). Consequently, left Artinian semiprime rings are 
also semisimple, whence their structure is determined by the Wedderburn-Artin 
Theorem 3 .3 .  Since every semiprime (semisimple) left Artinian ring is also left 
Noetherian by Corollary 3 .4, the next obvious candidate to consider is the class of 
semiprime left Noetherian rings (that is, semiprime rings that satisfy the ascending 
chain condition on left ideals). Note that there are semiprime left Noetherian rings 
that are not left Artinian (for example, Z). Consequently, a characterization of semi
prime left Noetherian rings would be a genuine extension of our previous results. 

We shall actually characterize a wider class of rings that properly includes the 
class of all semiprime left Noetherian rings. The class in question is the class of all 
semiprime left Goldie rings, which we now define. 

A family of left ideals of R { li I j E J J is said to be independent provided that for 
each k E J, lk n lk * = 0, where h * is the left ideal generated by { li I j � k J .  In 
other words, { li I j E J l  is independent if and only if the left ideal I generated by 
{ li I j E JJ  is actually the i nternal direct sum I = L I i (see Theorem IV  . 1 . 1 5). 

jeJ 
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Definition 4.5. A ring R is said to be a (left) Goldie ring if 

(i) R satisfies the ascending chain condition on left annihilators; 
(ii) every independent set of left ideals ofR is finite. 

REMARKS. (i) Condition (i) of Definition 4.5 means that given any chain of 
left annihilators a(St) c ct(S2) c · · · , there exists an n such that a(Si) = a(Sn) for 
all i > n. This condition is equivalent to the condition 

(i ') R satisfies the maximum condition on left annihilators (that is, every non
empty set of left annihilators contains a maximal element with respect to set 
theoretic inclusion ). 

To see this one need only observe that the proof of Theorem VIII .1 .4 carries over to 
the present situation, mutatis mutandis. 

(ii) Right Goldie rings are defined in the obvious way. A right Goldie ring need 
not be a left Goldie ring ; see A. W. Goldie [62]. 

EXAMPLE. Every left Noetherian ring R is a left Goldie ring. Condition (i) is 
obviously satisfied. If { Ji I j E J} were an infinite independent set of left ideals, then 
there would exist /�,/2, . . .  such that /1 C /1 X /2 C /1 X /2 X /3 c · · · ,  which con-

� #; � 
tradicts the ascending chain condition. Therefore (ii) is satisfied and R is a Goldie 
ring. There do exist left Goldie rings that are not left Noetherian rings. 

The preceding example shows that the class of semi prime left Goldie rings con
tains the class of semiprime left Noetherian rings. Our characterization of semiprime 
left Goldie rings will be given in  terms of their left quotient rings, in the sense of 
the following definitions. 

Defin ition 4.6. A nonzero element a in a ring R is said to be regular if a is neither a 
left nor right zero divisor. 

Defin ition 4.7. A ring Q(R) with identity is said to be a left quotient ring of a ring R if 

(i) R c Q(R); 
(ii) every regular element in R is a unit in Q(R); 

(iii) every element c ofQ(R) is of the form c = a-1b, where a,b E R and a is regular. 

REMARKS. (i) A ring R need not have a left quotient ring. If it does, however, it 
is easy to see that Q(R) is determined up to isomorphism by Definition 4. 7. 

(ii) A right quotient ring of R is defined in the same way, except that " 'c = a-1b" 
is replaced by. "'c = ba-P' in condition (iii). A ring may have a right quotient ring, 
but no left quotient ring (see N. J. Divinsky [22; p. 71 ]) .  

(iii) If R is a ring that has a left quotient ring Q(R) = T, then R is said to be a 
left order in T_ 

EXAMPLE. Let R be a commutative ring that has at least one regular element. 
Let S be the set of all regular elements of R. Then the complete ring of quotients s-1R 
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is a ring with identity (Theorem 111 .4.3) that contains an isomorphic copy cps(R) of R 
(Theorem 111.4.4(ii)). If we identify R and cps(R) as usual, then R c s-1 R, every 
regular element of R is a unit in S-;1R (Theorem 111 .4.4(i)) and every element of s-1R 
is of the form s-1r (r E R, s E s c R). Therefore s-IR is a left quotient ring of R. 
Special case : the rational field Q is a left quotient ring of the left Noetherian ring Z. 

EXAMPLE. Every semisimple left Artinian ring is its own left quotient ring 
(Exercise 6). 

It is clear from Definition 4.7 that the structure of a left quotient ring Q(R) is 
intimately connected with the structure of  the ring R. Consequently, if one cannot ex
plicitly describe the ring R in terms of well-known rings, the next ·best thing is to 
show that R has a left quotient ring that can be explicitly described in such terms. 
This is precisely what Goldie's Theorem does. 

Theorem 4.8. (Goldie) R is a semiprime [resp. prime] left Goldie ring if and only if 
R has a left quotient ring Q(R) which is semisimple [resp. simple] left Artinian. 

Theorem 4.8 will not be proved here for reasons of space. One of the best proofs 
is due to C. Procesi and L. Small [65] ; a slightly expanded version appears in I .  Her
stein [24]. Although long, this proof is no more difficult than many proofs presented 
earlier in this chapter. It does use Ore's Theorem, a proof of which is sketched in 
I. N. Herstein [24; p. 1 70] and given in detail in N. J. Divinsky [22 ; p. 66]. 

Since the structure of semisimple left Artinian rings has been completely deter
mined, Theorem 4.8 gives as good a description as we are likely to get of semiprime 
left Goldie rings (special case: semiprime left Noetherian rjngs). The "distance" 
between the rings R and Q(R) is the price that must be paid for replacing the 
descending chain condition with the ascending chain condition. For as we observed 
in the discussion after Proposition 4.4 and in Exercise 3 . 13 ,  the latter is a consider
ably weaker condition than the former. 

Corol lary 4.9. R is a semiprime [resp. prime] left Goldie ring if and only ifR has a 
quotient ring Q(R) such that Q(R) r-..� Matn1D1 X · · · X MatnkDk, [resp. Q(R) r-..� 

Matn1Dt], where n�, . _ . , nk are positive integers and D�, . . .  , Dn are division rings. 

PROOF. Theorems 1 . 14, 3.3, and 4.8. • 

Goldie's Theorem, as rephrased in Corollary 4.9, may be thought of as an exten
sion of the Wedderburn-Artin Theorems 1 . 14 and 3.3 to a wider class of rings. For 
instance, Theorem 3 .3 .states that a semisimple left Artinian ring is a direct product of 
matrix rings over division rings. Goldie·s Theorem states that every semiprime left 
Goldie ring has a quotient ring that is a direct product of matrix rings over division 
rings. But every semisimple left Artinian ring is a semiprime left Goldie ring (Corol
lary 3.4, Exercise 3(a), and the Example after Definition 4.5). Furthermore every 
semisimple left Artinian ring is its own quotient ring (Exercise 6). Thus Goldie's 
Theorem reduces to the Wedderburn-Artin Theorem in this case. An analogous ar
gument holds for simple left Artinian rings and Theorem 1 . 14. 
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EXERCI SES 
Note: R is always a ring. 

1 .  A subset T of R is said to be an m-system (generalized multiplicative system) if 

c,d e T => cxd e T for some x e R. 

(a) P is a prime ideal of R if and only if R - P is an m-system. [Hint: Exercise 
111.2.14.] 

(b) Let 1 be an ideal of R that is disjoint from an m-system T. Show that I is 
contained in an ideal Q which is maximal respect to the property that 
Q n T = fZ). Then show that Q is a prime ideal. [Hint: Adapt the proof of 
Theorem VIII.2.2.] 

(c) An element r of R is said to have the zero property if every m-system that 
contains r also contains 0. Show that the prime radical P(R) is the set M of all 
elements of R that have the zero property. [Hint: use (a) to show M C P(R) and 
(b) to show P(R) C M.] 

(d) Every element c of P(R) is nilpotent. [Hint: { ci I i > 1 }  is an m-system.] If 
R is commutative, P( R) consists of all nilpotent elements of R. 

2. (a) If I is an ideal of R, then P(l) = I n P(R). In particular, P(P(R)) = P(R). 
[Hint: Exercise 1 (c).] 
(b) P(R) is the smallest ideal K of R such that P(R/ K) = 0. In particular, 
P(R/P(R)) = 0, whence R/P(R) is semiprime. [Hint: Exercise 111 .2 .1 7(d).] 
(c) An ideal / is said to have the zero property if every element of I has the zero 
property (Exercise 1 (c)). Show that the zero property is a radical property (as 
defined in the introduction to Section 2), whose radical is precisely P(R). 

3. (a) Every semisimple ring is semiprime. 
(b) P(R) C J(R). [Hint: Exercise 1 (d) ; or (a) and Exercise 2(b).] 
(c) If R is left Artinian, P(R) = J(R). [Hint: Propositipn 2 . 1 3.] 

4. R is semiprime if and only if for all ideals A, B 

AB = 0 ===? A n B = 0. 

5. (a) Let R be a ring with identity. The matrix ring MatnR is prime if and only if R 
. . 
Is pnme. 
(b) If R is any ring, then P(MatnR) = Mat1lP(R). [Hint: Use Exercise 2 and part 
(a) if R has an identity. In  the general case, embed R in a ring S with identity via 
Theorem 111. 1 . 1 0; then P(R) = R n P(S) by Exercise 2.] 

6. If R is semisimple left Artinian, then R is its own quotient ring. [Hint : Since R 
has an identity by Theorem 3.3, it suffices to show that every regular element ofR 
is actually a unit. By Theorem 3.3 and a direct argument it suffices to assume 
R = MatnD for some division ring D. Theorem Vll .2.6 and Proposition VII.2. 1 2  
may be helpful.] 

7. The following are equivalent : 
(a) R is prime; 
(b) a,b e R and aRb = 0 imply a = 0 or b = 0; 
(c) the right annihilator of every nonzero right ideal of R is 0; 
(d) the left annihilator of every nonzero left ideal of R is 0. 
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8. Every primitive ring is prime [see Exercise 7] . 

9. The center of a prime ring with identity is an integral domain. [See Exercise 7 ;  
for the converse see Exercise io.] 

1 0. Let J be an integral domain and let F be the complete field of quotients of J. Let 
R be the set of all infinite matrices (row, columns indexed by N*) of the form 

An 
d 

d 

0 

where An E Matn(F) and d E  J C F. 
(a) R is a ring. 

0 
d 

• 

• 

• 

(b) The center of R is the set of all n1atrices of the form 

d 
d 0 

d 

0 

with d E  J and hence is isomorphic to J. 
(c) R is primitive (and hence prime by Exercise 8). 

1 1 .  The nil radical N(R) of R is the ideal generated by the set of all nil ideals of R. 
(a) N(R) is a nil ideal. 
(b) N(N(R)) = N(R). 
(c) N(R/ N(R)) = 0. 
(d) P(R) C N(R) C J(R). 
(e) If R is left Artinian, P(R) = N(R) = J(R). 
(f) If R is commutative P(R) = N(R). 

5. ALGEBRAS 

The concepts and results of Sections 1-3 are carried over to algebras over a com
mutative ring K with identity. In particular, the Wedderburn-Actin Theorem is 
proved for K-algebras (Theorem 5 .4). The latter part of the section deals with 
algebras over a field, including algebraic algebras and the group algebra of a 
finite group. Throughout this section K is always a commutatice ring with identity. 

The first step in carrying over the results of Sections 1 -3 to K-algebras is to review 
the definitions of a K-algebra, a homomorphism of K-algebras, a subalgebra and an 
algebra ideal (Section IV.7). We recall that if a K-algebra A has an identity, then (left, 
right, two-sided) algebra ideals coincide with (left, right, two-sided) ideals of the ring A 
(see the Remarks after Definition IV. 7 .3). This fact will be used frequently without 
explicit mention. 

T 
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A left Artinian K-algebra is a K-algebra that satisfies the descending chain condi
tion on left algebra ideals. A left Artinian K-algebra may not be a left Artinian ring 
(Exercise 1 ) . 

EXAMPLE. If  D is a division algebra over K, then MatnD is a K-algebra (p. 
227) which is left Artinian by Corollary VIII . 1 . 1 2. 

Definition 5.1 .  Let A be an algebra over a commutatuve ring K with identity. 

(i) A left (algebra) A-module is a unitary left K-module M such that M is a left 
module over the ring A and k(rc) = (kr)c = r(kc) for all k E K, r E A, c E M. 

(ii) An A-submodule of an A-module M is a subset ofM which is itself an algebra 
A-module (under the operations in M). 

(iii) An algebra A-module M is simple (or irreducible) if AM � 0 and M has no 
proper A-submodules. 

(iv) A homomorphism f : M _____, N of algebra A-modules is a nzap that is both a 
K-module and an A-module homomorphism. 

REMARKS. If  A is a K-algebra the term uA-module" will always indicate an 
algebra A-module. Modules over the ring A will  be so labeled. A right A-module N is 
defined analogously and satisfies k(cr) = (kc)r = c(kr) for all k E K, r E A, c E N. 

Simple K-algebras, primitive K-algebras, the Jacobson radical of a K-algebra, 
semisimple K-algebras, etc. are now defined in the same way the corresponding con
cepts for rings were defined, with algebra ideals, modules, homomorphisms, etc. in 
place of ring ideals, modules, and homomorphisms. In order to carry over the results 
of Sections l-3 to K-algebras (in particular, the Wedderburn-Artin Theorems) the 
following two theorems are helpful. 

Theorem 5.2. Let A be a K-algebra. 

(i) A subset I of A is a regular maximal /eft algebra ideal if and only if I is a 
regular maximal /eft ideal of the ring A .  

(ii) The Jacobson radical of the ring A coincides with the Jacobson radical of the 
algebra A. In particular A is a semisimple ring if and only if A is a semisimple algebra. 

REMARK. Theorem 5.2 is trivial if A has an identity since algebra ideals and 
ring ideals coincide in this case. 

PROOF OF 5.2. (i) If I is a regular maximal left ideal of the ring A, it suffices 
to show that kl C I for all k c: K. Suppose ki fL. I for some k E K. Since r(ki) = k(ri) 
by Definition 5 . l (i), I +  kl is a left ideal of A that properly contains I. Therefore, 
A = I + ki by maximality. By hypothesis there exists e E A such that r - re c: I for 
all r E A. Let e = a + kb (a,b E 1). Then 

e2 = e(a + kb) = ea + e(kb) = ea + (ke)b E I. 

Since e - e2 c: 1 and e2 E /, we must have e E /. Consequently, the fact that r - re c: I 
for all r E A  implies A = I. This contradicts the maximality of I. Therefore, ki c I 
for all k E K. 
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Conversely let I be a regular maximal left algebra ideal and hence a regular left 
ideal of the ring A.  By Lemma 2.4 I is contained in a regular maximal left ideal /1 of 
the ring A .  The previous paragraph shows that 1t is actually a regular left algebra 
ideal, whence I = /1 by maximality. 

(ii) follows from (i) and Theorem 2 .3(ii). • 

Theorem 5.3. Let A be a K-algebra. Every simple algebra A-module is a simple 
module over the ring A. Every simple module M over the ring A can be given a unique 
K-module structure in such a way that M is a simple algebra A-module. 

PROOF. Let N be a simple algebra A-module, whence AN � 0. If N. is a sub
module of N, then AN1 is an algebra submodule of N, whence AN1 = Nor ANt = 0. 
If AN. = N, then N. = N. If ANt = 0, then N1 c D = { c c: N I Ac = 0 J .  But D is 
an algebra submodule of N and D � N since AN -:;e 0 . .  Therefore D = 0 by sim
plicity, whence N. = 0. Consequently, N has no proper submodules and hence is a 
simple module over the ring A. 

If M is a simple module over the ring A, then M is cyclic, say M = Ac (c c: M), 
by Remark (iii) after Definition 1 . 1 .  Define a K-module structure on M = Ac by 

k(rc) = (kr)c, (k c: K, r E A). 

Since kr c: A, (kr)c is an element of Ac = M. In order to show that the action of K 
on M is well defined we must show that 

rc = r1c ==} (kr)c = (kr1)c, (k € K; r,r1 E A). 

Clearly it will suffice to prove 

rc = 0 ==> (kr)c = 0, (k c: K, r c: A). 

Now by the proof of Theorem 1 .3, M r-.._1 A/ I where the regul�r maximal left ideal / is 
the kernel of the map A �  Ac = M given by x � xc. Consequently, rc = 0 implies 
r E /. But 1 is an algebra ideal by Theorem 5.4, whence kr � I. Therefore (kr)c = 0 and 
the action of K on M is well defined. It is now easy to verify that M is a K-module 
and an algebra A-module. The K-module structure of M is uniquely determined 
since any K-module structure on M that makes M = Ac an A-module necessarily 
satisfies k(rc} = (kr)c for all k c: K, r c: A.  • 

Theorem 5.4. A is a semisin1ple left Artinian K-algebra if and only if there is an 
isomorphism o fK -algebras 

A �  Matn1D. X Matn2D2 X ·  · · X MatntDt, 

where each ni is a positive integer and each Di a division algebra over K. 

REI\1ARK. Theorem 5 .4 is valid for any semisimple finite dimensional algebra A 
over a field K since any such A is left Artinian (Exercise 2). 

SKETCH OF PROOF OF 5.4. Use Theorems 5 .2 and 5.3 and Exercises 3 and 
4 to carry over the proof of the Wedderburn-Artin Theorem 3 .3 to K-algebras. • 
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The remainder of this section deals with selected topics involving algebras over a 
field . We first obtain a sharper version of Theorem 5.4 in case K is an algebraically 
closed field and finally we consider group algebras over a field. 

If A is a nonzero algebra with identity over a field K, then the map a : K � A, de
defined by k � k 1 .-1 , is easily seen to be a homomorphism of K-algebras. Since 
a(1 K) = 1 A � 0, ker a -¢ K. But the field K has no proper ideals, whence Ker a = 0. 

Thus a is a monomorphism. Furthermore the image of a lies in the center of A since 
for all k E K, r E A :  

a(k)r = (k l A)r = k(1 Ar)1 A = (I Ar)(klA) = ra(k). 

Consequently we adopt the fol lowing convention: 

If A is a nonzero algebra with identity over afield K, then K is to be identified with 
lm a and considered to be a subalgebra ofthe center of A. 

Under this identification the K-module action of K on A coincides with multiplica
tion by elements of the subalgebra K in A since ka = (k lA)a = a(k)a. 

De fin ilion 5.5. An element a of an algebra A over a field K is said to be algebraic 
over K ifa is the root ofsoJne polynomial in K[x]. A is said to be an algebraic algebra 
over K 1f every element of A is algebraic over K. 

EXAMPLE. If A is finite dimensional then A is an algebraic algebra. For if 
dimKA = n and a E A, then the n + 1 elements a,a2,a3, • • •  , an+t must be linearly 
dependent . Thus k.a + k2ll2 + · · · + kn+1an+I = 0 for some ki E K, not all zero. Thus 
f(a) = 0 where f is the nonzero polynomial k.x + k2x2 + · · · + kn+txn+t E K(x]. 

EXAMPLE. The algebra of countably infinite matrices over a field K with only a 
finite number of nonzero entries is an infinite dimensional simple algebraic algebra 
(Exercise 5). 

REMARK. The radical of an algebraic algebra is nil (Exercise 6). 

Lem ma 5.6. lfD is an algebraic division algebra over an algebraically closedfieldK, 
then D = K. 

PROOF. K is contained in the center of D by the convention adopted above. 
If a E D, then f(a) = 0 for some f E K[xj. Since K is algebraically closed 
f(x) = k(x - k.)(x - k2) · · · (x - kn) (k,ki € K; k � 0), whence 

0 = f(a) = k(a - k.)(a - k2) · · · (a - kn). 

Since D is a division ring, a - ki = 0, for some i. Therefore a = ki e K and thus 
D c K. • 

Theorem 5.7. Let A be a finite dimensional semisimple algebra over an algebraically 
closed field K.  Then there are positive integers n. , . . .  , nt and an isomorphisnt of 
K-a/gebras 
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PROOF. By Theorem 5.4 (and the subsequent Remark) A r-..� Matn1Dt X 
Matn2D2 X · · · X MatneDt where each Di is a division algebra over K. Each Di is 
necessarily finite dimensional over K; (otherwise Matn"Di and hence A would be 
infinite dimensional). Therefore D1 = K for every i by Lemma 5 .6. • 

A great deal of research over the years has been devoted to group algebras over a 
field (see p. 227). They are useful, among other reasons, because they make it 
possible to exploit ring-theoretic techniques in the study of groups. 

Pro position 5.8. (Maschke) Let K(G) be the group algebra of a finite group G over a 
fieldK. lfK has characteristic 0, then K(G) is semisin1ple. lfK has prime characteristic 
p, then K(G) is semisimple if and only ifp does nor divide IG ! .  

SKETCH OF PROOF. Suppose char K = 0 or p, -where p{ IGI .  I f  B is any 
K-algebra with identity (in particular K( G)), verify that there is a well-defined mono
morphism of K-algebras a : B � HomK(B,B) given as follows : a(b) is defined to be 
the map etb : B -. B, where ab(x) = bx. 

If g E G, we denote the element 1Kg of K(G) simply by g. By definition K(G) is a 
K-vector space with basis X = { g I g E G}  and finite dimension n = I Gj .  For each 
u E K(G) let Mu be the matrix of au relative to the basis X. Let g E G with g � e. 
Then for all gl E G, ao(g.) = gg. � K• (since G is a group). Thus a0 simply permutes 
the elements of the basis X and leaves no basis element fixed. Consequently, the 
matrix M0 of a (I relative to the basis X may be obtained from the identity matrix In by 
an appropriate permutation of the rows that leaves no row fixed (see Theorem 
VII . l .2). Recall that the trace, Tr M u, is the sum of the main diagonal entries of M v. 

(see p. 369). It is easy to see that 

(i) Tr M0 = 0 for g E  G, g ¢. �; 
(ii) Me = In, whence Tr Me = nlK ;  

(iii) if u = ktgl + · · · + knKn E K( G), then 

n n 
av. = L kiaoi and Tr Mu = L ki Tr Moi· 

i =  1 i =  1 

If the radical J of K( G) is nonzero, then there is a nopzero element v E J with 
v = ktgt + · · · + kngn. We may assume g. = e and kt = IK (if not, replace v by 
ki-1gi-1v, where ki ¢. 0, and relabel). Since K( G) is finite dimensional over K, K( G) 
is left Artinian (Exercise 2). Consequently J is nilpotent by Proposition 2. 1 3  (for 
algebras). Therefore v E J is nilpotent, whence av is nilpotent. Thus by Theorem 
VII . l .3 Mv is a nilpotent matrix. Therefore Tr M1. = 0 (Exercise VII.5 . 10). On the 
other hand (i)-(iii) above imply 

n n 
Tr Mv - L ki Tr Moi = 1K Tr Me + L ki Tr Mui 

i = 1 i = 2  

= Tr Me + 0 = n lK. 

But n 1 K � 0 since char K = 0 or char K = p and p does not divide I Gl = n. This is a 
contradiction. Therefore J = 0 and K( G) is semisimple. 

Conversely suppose char K = p and p J n .  Let w be the sum in K( G) of all the ele
ments of the basis X; that is, w = g1 + g2 + · · · + gn E K(G). Clearly w � 0. Verify 

T 
' 
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that wg = gw for all g c: G� which implies that w is in the center of K(G). Show that 
w2 = nw = (n1K)w, whence w2 = 0 (since p I n). Thus (K(G)w)(K(G)w) = 0 so that 
the nonzero left ideal K( G)w is nilpotent. Since K( G)w c J by Theorem 2 . 12, J � 0. 
Therefore K( G) is not semisimple. • 

The following corollary (with K the field of complex numbers) is quite useful in 
the study of representations and characters of finite groups. 

Corollary 5.9. Let K(G) be the group algebra of a finite group G over an algebraically 
closed field K. If char K = 0 or char K = p and p.{ IGI , then there exist positive 
integers n1, . . .  , nt and an isomorphism ofK-algebras 

PROOF. Since G is finite, K(G) is a finite dimensional K-algebra and hence left 
Artinian (Exercise 2). Apply Theorem 5.7 and Proposition 5.8. • 

E X E R C I S ES 
Note: K is always a commutative ring with identity and A a K-algebra. 

1 .  The Q-algebra A of Exercise IV.7 .4 is a left Artinian Q-algebra that is not a left 
Artinian ring. 

2. A finite dimensional algebra over a field K satisfies both the ascending and de
scending chain conditions on left and right algebra ideals. 

3 .  (a) If M is a left algebra A-module, then fi(M) = { r c: A I rc = 0 for -all c c: M} is 
an algebra ideal of A .  
(b) An algebra ideal P of A is said to be primitive if the quotient algebra R/P is 
primitive (that is, has a faithful simple algebra R/P-module). Show that every 
primitive algebra ideal is a primitive ideal of the ring A and vice versa. 

4. Let M be a simple algebra A-module. 
(a) D = HomA(M,M) is a division algebra over K, where HomA(M,M) de-

notes all endomorphisms of the algebra A-module M. 
(b) M is a left algebra D-mod ule. 
(c) The ring Homn(M,M) of all D-algebra endomorphisms of M is a K-algebra. 
(d) The map A �  Homn(M,M) given by r �  ar (where ar(x) = rx) is a 

K-algebra homomorphism. 

5. Let A be the set of all denumerably infinite matrices over a field K (that is, ma
trices with rows and columns indexed by N*) which have only a finite number of 
nonzero entries. 

(a) A is a simple K-algebra. 
(b) A is an infinite dimensional algebraic K-algebra. 

6. The radical J of an algebraic algebra A over a field K is nil .  [Hint: if r c: J and 
knrn + kn-lrn-l + · · · + ker1 = 0 (kt '¢ 0), then rt = rtu with u = - kr-1knrn-t 

- · · · - ke-1kt+Ir, whence - u  is right quasi-regular, say - u  + v - uv = 0. 
Show that 0 = rt( -u  + v - uv) = -rt.] 
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7. Let A be a K-algebra and C the center of the ring A. 
(a) C is a K-subalgebra of A. 
(b) If K is an algebraically closed field and A is finite dimensional semisimple, 

then the number t of simple components of A (as in Theorem 5.7) is precisely 
dimxC. 

6. DIVISION ALGEBRAS 

We first consider certain simple algebras over a field and then turn to the special 
case of division algebras over a field. We show that the structure of a division algebra 
is greatly influenced by its maximal subfields. Finally the Noether-Skolem Theorem 
(6.7) is proved. It has as corollaries two famous theorems due to Frobenius and 
Wedderburn respectively (Corollaries 6.8 and 6.9). The_ tensor product of algebras 
(Section IV. 7) is used extensively throughout this section. 

Defin ition 6.1. An algebra A with identity over afieldK is said to be central simple if 
A is a simple K -algebra and the center of A is precisely K. 

EXAMPLE. Let D be a division ring and let K be the center of D. It is easy to 
verify that if d is a nonzero element of K, then d-

1 e K. Consequently K is a field. 
Clearly D is an algebra over K (with K acting by ordinary multiplication in D). 
Furthermore since D is a simple ring with identity, it is also simple as an algebra . 
Thus D is a central simple algebra over K. 

Recall that if A and B are K-algehras with identities, then so is their tensor prod
uct A ®K B (Theorem IV.7.4). The product of a ®  b and at ® ht is aa1 ® bb1 .  Here 
and below we shall denote the set I I A Q9 b I b E B J  by l rt  ®1.;: B and { a ® 1 /J I a e: A !  
by A @K 1 n. Note that A @K B = (A @1.;: In)O ..t @"- B); see p. 1 24. 

Theorem 6.2. If A is a central silnple algebra ncer a field i< and B is a silnple K-a/

gebra with identity, rlren A ®1\: B is a siJnp/e K-a/gebra. 

PROOF. Since B is a vector space over K, it has a basis Y and by Theorem 
n 

IV.5 .1 1 every element u of A ®K B can be written L ai ® Yi, with Yi e Y and the ai 
i = l  

unique. If U is any nonzero ideal of A ®K B, choose a nonzero u E U such that 
n 

u = L ai ® Yi, with all ai � 0 and n minimal. Since A is simple with identity _and 
i - 1  

AatA is a nonzero ideal, Aa1A = A. Consequently there are elements r1, . . . , 
t 

rt,sh . . .  , St e A such that 1 A = L riatsi . Since U is an ideal, the element v = 
t i = I  L (ri ® IB)u(s; ® I n) is in U. Now 

i = l  

T 
1 ' I 

I 
I 

I 
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v = 4: (ri (8) 1 BX4: ai (8) Yi)(si (8) 1B) = 2: (2: r1aisi) (8) Y.: 
1 t � 1 

n n 

= L r1a1si @ Yt + L <L r1·aisi) @ y.: = 1 A  @ Yt + L ai @ yi, 
j i = 2  j i = 2  

t 

457 

where iii = L r1ais1. By the minimality of n, li.: � 0 for all i > 2. If a E A, then 
j = l 

the element w = (a (8) 1 B)v - v(a (8) 1 B) is in U and 

w = (a ®  y, + � aa, ® y) - (a ®  y, + � li;a ® Y•) 
n 

= L (alii - liia) (8) Yi· 
i = 2  

By the minimality of n, w = 0 and alii - li.:a = 0 for all i > 2. Thus aai = liia for all 
a E A and each ih is in the center of A, which by assumption is precisely K. Therefore 

n n 

v = IA  (8) y. + L lii @ Yi = 1 A (8) y1 + L tA  @ aiY.: = 1A @ b, 
i = 2  i = 2  

where b = Y t  + ii2..V2 + · · · + iinYn E B. Since each lii � 0 and the Y.: are linearly in
dependent over K, b � 0. Thus, since B has an identity, the ideal BbB is precisely B 
by simplicity. Therefore, 

1 A  @x B = 1 A  (8) BbB = (1 A @x B)(1A (8) b)(lA @x B) 
= (lA  @x B)v(lA @K B) C U. 

Consequently, 

Therefore U = A @K B and there is only one nonzero ideal of A @x B. Since 
A @K B has an identity 1 A (8) 1 B,(A @x B)2 � 0, whence A @x B is simple. • 

We now consider division rings. If D is a division ring and F is a subring of D 
containing ln  that is a field, F is called a subfield of D. Clearly D is a vector space 
over any subfield F. A subfield F of D is said to be a maximal subfield if it is not 
properly contained in any other subfield of D. Maxin1al subfields always exist (Exer
cise 4). Every maximal subfield F of D contains the center K of D (otherwise F and K 
would generate a subfield of D properly containing F; Exercise 3) . It is easy to see 
that F is actually a simple K-algebra.  The maximal subfields of a division ring 
strongly influence the structure of the division ring itself, as the following theorems 
indicate. 

Theorem 6.3. Let D be a division ring with center K and let F be a maximal subfield 
of D. Then D @K F is isomorphic (as a K-algebra) to a dense subalgebra of 
HomF(D,D), where D is considered as a vector space over F. 

PROOF. HomF(D,D) is an F-algebra (third example after Definition IV.7. 1) 
and hence a K-algebra. For each a E D  let aa : D � D be defined by aa(x) = xa. For 
each c E F let f3c : D � D be defined by f3c(x) = ex. Verify that aa,/3c e Homp(D,D) 
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and that aaf3c = f3caa for all a e D, c e F. Verify that the map D X F � HomF(D,D) 
given by (a,c) � aaf3c is K-bilinear. By Theorem IV.5.6 this map induces a K-module 
homomorphism 0 : D @x F ----4 Homp(D,D) such that 

n n 
0 <L ai (8) ci) = L aaJ3ci (al E D, Ci E F). 

i = l  i = l  

Verify that 0 is a K-algebra homomorphism, which is not zero (since 0(1 D (8) 1 D) is 
the identity map on D). Since D is a central simple and F a  simple K-algebra, D @K F 
is simple by Theorem 6.2. Since 0 � 0 and Ker 0 is an algebra ideal, Ker 0 = 0, 

whence e is a monomorphism. Therefore D @K F is isomorphic to the K-subalgebra 
Im () of HomF(D,D). We must show that A = Im 0 is dense in HomF(D,D). 

D is clearly a left module over Homp(D,D) with fd = f(d) ( fe Homp(D,D), de D). 
Consequently D is a left module over A = Im 0. If d is a nonzero element of D, then 
since D is a division ring, 

Ad = { O(u)(d) I u e D ® KF I = f2: cidai I i e N*; ci e F; ai e D } = D. 
t 

Consequently, D has no nontrivial A-submodules, whence D is a simple A-module. 
Furthermore D is a faithful A-module since the zero map is the only element f of 
HomF(D,D) such that JD = 0. Therefore by the Density Theorem 1 . 1 2 A is isomor
phic to a dense subring of Hom�(D,D), where � is the division ring HomA(D,D) and 
D is a lett �-vector space. Under the monomorphism A ----4 Hom�(D,D) the image of 
f e A is f considered as an element of Hom�(D,D). 

We now construct an isomorphism of rings F � �- Let {3 : F � � = HomA(D,D) 
be given by c J----7 f3c (notation as above). Verify that f3c e � and that {3 is a monomor
phism of rings. If fe � and x e D, then ax = O(x (8) 1 n) e A and 

f(x) = f(lnx) = f[ax(l n)] = ax( /(1 D)) = f(1 n)x = f3c(x), 

where c = f(ln). In order to show that {3 is an epimorphism it suffices to prove that 
c e F; for in that case f(x) = ex = f3c(x) for all x e D, whence f = f3c = {3(c). If 
y e F, then {311 = 0(1 D ® y) e A and a11 = O(y ® 1D) e A and 

cy = f(1 D)Y = ay(f(ln)) = f(a11(1n)) = f(l Dy) = f(yln) 
= f(fiy(I D)) = {3y f(1 D) = {311(C) = yc. 

Therefore c commutes with every element of F. If c t F, th�n c and F generate a sub
field of D that properly contains the maximal subfield F (Exercise 3). Since this 
would be a contradiction, we must have c e F. Therefore {3: F rv �-

To complete the proof, let Vt , • • •  , Vn e D and let { uh . . .  , un } be a subset of D 
that is linearly independent over F. We claim that { u., . . .  , un } is also linearly inde-

n 

pendent over �- If L giui = 0, (gi e �), then 
i = l  

where ci e F and Ki = {3(ci) = f3ci · The F-linear independence of { u1, . . .  , Un } implies 
that every ci = 0, whence gi = {3(0) = 0 for all i. Therefore { u. , . . .  , Un }  is linearly 
independent over �- By the density of A in Hom�(D,D) (Definition 1 .  7), there exists 
h e A such that h(ui) = vi for every i. Therefore A is dense in Homp(D,D). • 

Theorem 6.3 has an interesting corollary that requires two preliminary lemmas. 
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Lemma 6.4. Let A be an algebra with identity over afield K and F afield containing 
K;  then A Q?)K F is an F-algebra such that dimKA = dimF(A @K F). 

SKETCH OF PROOF. Since F is commutative and a K-F bimodule, A @K F 
is a vector space over F with b(a ® bt) = (a ® bt)b = a ® btb (a E A;  b,b1 E F; 
see Theorem IV.5.5 and the subsequent Remark). A @K F is a K-algebra by Theo
rem IV.7 .4 and is easily seen to be an F-algebra as well. If X is a basis of A over K, 
then by (the obvious analogue of) Theorem IV.5. 1 1  every element of A @K F can 
be written 

L: Xi (8) ci = L: (xi ® }p)ci = L: ct(xt ® lp) (xi s X; Ci E F), 
i i i 

with the elements xi and c1- uniquely determined. It follows that 

X @K lF =  { x @ lp l x s X} 

is a basis of A @K F over F. Clearly dimxA = lXI = IX@K lF I = dimp(A @K F) • 

Lemma 6.5. Let D be a division algebra over a field K and A a finite dimensional 
K-algebra with identity. Then D @K A is a left Artinian K-algebra. 

SKETCH OF PROOF. D @K A is a vector space over D with the action of 
ds Dona generator d. @a of D Q?)K A givenbyd(dt @ a) = ddt @a = (d@ IA)(dt @a) 
(Theorem IV.5.5). Consequently every left ideal of D @K A is also a D-subspace of 
D @K A.  The proof of Lemma 6.4 is valid here, mutatis mutandis, and shows 
that dimD(D @K A) = dimxA . Since dimKA is finite, a routine dimension argument 
shows that D @K A is left Artinian. • 

Theorem 6.6. Let D be a division ring with center K and maximal sub field F. Then 
dimKD is finite if and only if dimKF is finite, in which case dimFD = dimKF and 
dimKD = (dimKF)2• 

PROOF. If dimKF is infinite, so is dimKD. If dimKF is finite, then D ®x F is a 
left Artinian K-algebra by Lemma 6.5. Thus D @K F is isomorphic to a dense left 
Artinian subalgebra of Homp(D,D) by Theorem 6.3 . The proof of Theorem 6.3 
shows that this isomorphism is actually an F-algebra isomorphism. Consequently, 
there is an F-algebra isomorphism D @K F '""' HomF(D,D) and n = dimFD is finite 
by Theorem 1 .9 .  Therefore D @K F '""' Homp(D,D) '""' MatnF by Theorem VII . l .4 
(and the subsequent Remark). Lemma 6.4 now implies 

dimKD = dimp(D @K F) = dimp(MatnF) = n2 = (dimpD)2. 

On the other hand dimKD = (dimFD)(dimKF) by Theorem IV.2 . 1 6. Therefore 
dimKF = dimpD. • 

Recall that if u is a unit i n  a ring R with identity, then the map R � R given by 
r � uru-1 is an automorphism of the ring R. It is called the inner automorphism in
duced by u. 



460 CHAPTE R  I X  THE ST RUCT U R E  OF R I N GS 

Theorem 6.7. (Noether-Skolem) Let R be a simple left Artinian ring and let K be the 
center of R (so that R is a K-algebra). Let A and B be finite dimensional simple 
K-subalgebras of R that contain K. If a : A �  B is a K-algebra isomorphism that 
leaves K fixed elementwise, then a extends to an inner automorphism ofR. 

PROOF. It suffices by the Wedderburn-Artin Theorem 1 . 14  to assume 
R = Homn(V,V), where V is an n-dimensional vector space over the division ring D. 
The remarks after Theorem VII. l .3 show that there is an anti-isomorphism of rings 
R = Homn(V,V) � MatnD. Under this map the center K of R is necessarily mapped 
isomorphically onto the center of MatnD. But the center of MatnD is isomorphic to 
the center of D by Exercise Vll. 1 .3 .  Consequently we shall identify K with the center 
of D so that D is a central simple K-algebra. 

Observe that V is a left R-module with rv = r(v) (v E V; r E R = Homn(V,V)). 
Since V is a left D-vector space, it follows that V is a left algebra module over the 
K-algebra D @K R, with the action of a generator d ® r of D @K R on v E V 
given by 

(d@ r)v = d(rv) = d(r(v)) = r(dv). (i) 

If A is the subalgebra D @K A of D @K R, then V is clearly a left A-module. Simi
larly if B = D @K B, then V is a left B-module. Now the map a = I n ® a : A _____,. B 
is an isomorphism of K-algebras. Consequently, V has a second A-module structure 
given by pullback along a ; (that is, av is defined to be a(a}v for v e V, a e A; see p. 
1 70). Under this second .A-module structure the action of a generator d ® r of 
A = D @K A on v E V is given by 

(d @ r}v = a(d @ r)v = (d @ a(r))v = d(a(rXv)) = a(rXdv). (ii) 

By Theorem 6.2 and Lemma 6.5 A is a simple left Artinian K-algebra. Conse
quently by Theorem 3 . 10 there is (up to isomorphism) only one simple .A-module. 
Now V with either the A-mod].lle structure (i) or (ii) is semisimple by Theorem 3 .  7.  
Consequently there are A-module isomorphisms 

V = }: Ui (corresponding to structure (i)) and 
iel 

v = L wi <corresponding to structure (ii)) , 
j&J 

(iii) 

(iv) 

with each vi, wj a simple .A-module and vi roo../ w1 for all ·i,j. Since dv = (d ® 1 R)V 
(d € D,v € V), every A-submodule of V is a D-subspace of V and every .A-module iso
morphism is an isomorphism of D-vector spaces. Since dimnV = n is finite, each 
Ui, Wi has finite dimension t over D and the index sets I, J are finite, say 

Therefore 

I = { 1 ,2, . . . , m }  and J = { 1 ,2, . . . , s } .  

dimnV = dimn (i: ui) = t dimnUi = mt, and 
i =  1 i :c  1 

dimnV = dimn (t W;) = t dimn W; = st, 
) = 1  ) = 1  

m m 

whence m = s. Since u, r-v W; for all i,j, L Ui ""' L W1. This isomorphism com-
i = I  i = 1 
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bined with the isomorphisms (iii) and (iv) above yields an A-module isomorphism {3 
of V (with the A-module structure (i)) and V (with the A-module structure (ii)). Thus 
for all a E A and v s V 

{3(av) = a(a)(f3(v)). 

In particular, f�r d E  D and a = d ® 1 A  E A, 

{3(dv) = {3(av) = a.(il)(fj(v)) = (d@ IB)f3(v) = d{3(v), 

whence {3 E HomD(V,V) = R. Since {3 is an isomorphism, {3 is a unit in R. Further
more for r E A  and r = 1D  ® r E A, 

{3r(v) = {3[r(v)] = {3[rv] = a(r){3(v) 
= (1 D ® a(r)){3(v) = a(r)[{3(v)] = [a(r){3](v), 

whence {3r = a(r){3 in R = HomD(V,V) . In other words, 

{3r{3-1 = a(r) for all r E A. 

Therefore the inner automorphism of R induced by {3 extends the map a : A  � B. • 

The division algebra of real quaternions, which is mentioned in the following 
corollary is defined on pages 1 17 and 227 . 

Corollary 6.8. (Frobenius) Let D be an algebraic division algebra over the field R of 
real numbers. Then D is isomorphic to either R or the field C of complex numbers or the 
division algebra T of real quaternions. 

SKETCH OF PROOF. let K be the center of D and F a  maxima] subfield. We 
have R C K C F C D, with F an algebraic field extension of R. Consequently 
dimxF < dimRF < 2 by Corollary V.3.20. By Theorem 6.6 dimFD = dimxF and 
dimxD = (dimxF)�. Thus the only possibilities are dimxD = 1 and dimxD = 4. If 
dimxD = 1 ,  then D = F, and D is isomorphic to R or C by Corollary V.3.20. 

If dimxD = 4, then dimxF = 2 = dimpD, whence K = R and F is isomorphic 
to C by Corollary V.3.20. Furthermore D is noncommutative; otherwise D would be 
a proper algebraic extension field of the algebraically closed field C. Since F is iso
morphic to C, F = R(i) for some i s  F such that 1"2 = - 1 .  The map F � F given by 
a + hi � a - bi is a nonidentity automorphism of F that fixes R elementwise. By 
Theorem 6.7 it extends to an inner automorphism {3 of D, given by {3(x) = dxd-1 for 
some nonzero d s D. 

Since -i  = {3(i) = did-1, - id = di and hence id2 = tfli. Consequently tfl s D 
commutes with every element of F = R(i). Therefore d2 s F; otherwise cf2 and F 
would generate a subfield of D that properly contained the maximal subfield F. 
Since the only elements of F that are fixed by {3 are the elements of R and {3(d2) 
= dd2d-1 = tP, we have d2 E R. If d2 > 0, then d s R. This is impossible since d s R 
implies {3 is the identity map. Thus d2 = -r2 for some nonzero r s R, whence 
(d/r)2 = - 1 . Let j = d/r and k = ij. Verify that t t ,i,j,k } is a basis of D over R and 
that there is an R-algebra isomorphism D t'-1 T. • 
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Corollary 6.9. (Wedderburn) Erery finite division ring D is afield. 

REMARK. An elementary proof of this fact , via cyclotomic polynomials, is 
given in  Exercise V.8 . 10. 

PROOF OF 6.9. Let K be the center of D and F any maximal subfield. By 
Theorem 6.6 dimKD = n2, where dim.KF = n. Thus every maximal subfield is a finite 
field of order qn, where q = IKI .  Hence any two maximal subfields F and F' are iso
morphic under an isomorphism {3 : F � F' that fixes K elementwise (Corollary 
V.5.8) .  By Theorem 6.7, {3 is given by an inner automorphism of D. Thus 
F' = aFa-1 for some nonzero a s  D. 

If u s D, then K(u) is a subfield of D (Exercise 3). K(u) is contained in some 
maximal subfield that is of the form aFa-1 (for some a e D). Thus D = U aFa-1 

0 ;;C-nED 
and D* = U aF*a-1 (where D*,F* are the multiplicative groups of nonzero ele-

aED* 

ments of D, F respectively). This is impossible unless F = D according to Lemma 
6. 10  below. • 

Lem ma 6.10. IJG is a finite (nlultiplicative) group and H is a proper subgroup, then 

U xHx-1 C G. 
XEG � 

PROOF. The number of distinct conjugates of H is [G :  N], where N is the 
normalizer of H in G (Corollary Il.4.4). Since H < N < G and H -;C G, [ G : N] < 
[G : H] and [G : H] > 1 .  If r is the number of distinct elements in U xHx-r, then 

xe.G 

r < 1 + ( IH/ - 1 )[G : N] < 1 + C IH I - 1)[G : H] 

= 1 + IH / (G : H] - [G : H] = 1 + / GI - [G : H] < I GI ,  

since [ G : H] > I . • 

E X E R C I S E S 
1 .  If A is a finite dimensional central simple algebra over the field K, then 

A @I\ An1' � MatnK, where n = dimKA and Ani' is defined in Exercise III .1 . 17. 

2. If A and B are central simple algebras over a field K, then so is A ®K B. 

3 .  Let D be a division ring and F a  subfield. If  de  D commutes with every element of 
F, then the subdivision ring F(d) generated by F and d (the intersection of all 
subdivision rings of D containing F and d) is a subfield. [See Theorem V. 1 .3 .] 

4. If D is a division ring, then D contains a maximal subfield. 

5. If A is a finite dimensional central simple algebra over a field K, then dimKA is a 
perfect square. 

6. If A and B are left Artinian algebras over a field K, then A ®K B need not be left 
Artinian. [Hint: let A be a division algebra with center K and maximal subfield B 
such that dimBA is infinite.] 
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7.  If D is finite dimensional division algebra over its center K and F is a maximal 
subfield of D, then there is a K-algebra isomorphism D @K F I'../ MatnF, where 
n = dimFD. 

8. If A is a simple algebra finite dimensional over its center, then any automorphism 
of A that leaves the center fixed elementwise is an inner automorphism. 

9. (Dickson) Let D be a division ring with center K. If a,b e: D are algebraic over the 
field K and have the same minimal polynomial, then b = dad-1 for some d e:  D. 



CHAPTER X 
CATEGORI ES 

This chapter completes the introduction to the theory of categories, which was begun 
in  Section 1 .7. Categories and functors first appeared in the work of Eilenberg-Mac
Lane in  algebraic topology in the 1 940s. It was soon apparent that these concepts 
had far wider applications. Many different mathematical topics may be interpreted in 
terms of categories so that the techniques and theorems of the theory of categories 
may be applied to these topics. For example. two proofs in disparate areas frequently 
use "similar .. methods. Categorical algebra provides a means of precisely expressing 
these similarities. Consequently it is frequently possible to provide a proof in a cate
gorical setting, which has as special cases the previously known results from two 
different areas. This unification process provides a means of comprehending wider 
areas of mathematics as well as new topics whose fundamentals are expressible in 
categorical terms. 

In  this book category theory is used primarily in the manner just described - as 
a convenient language of unification. In recent years, however, category theory has 
begun to emerge as a mathematical discipline in its own right. Frequently the source 
of inspiration for advances in category theory now comes to a considerable extent 
from within the theory itself. This wider development of category theory is only 
hinted at in this chapter. 

The basic notions of functor and natural transformation are thoroughly dis
cussed in Section 1 .  Two especially important types of functors are representable 
functors (Section 1 )  and adjoint pairs of funct�rs (Section 2). Section 3 is devoted to 
carrying over to arbitrary categories as many concepts as possible from well-known 
categories, such as the category of modules over a ring. 

This chapter depends on Section I. 7, but is independent of the rest of this book. 
except for certain examples. Sections 1 and 3 are essentially independent . Section 1 is 
a prerequisite for Section 2.  

464 
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1. FUNCTORS AN D NATU RAL TRANSFORMATIONS 

As we have observed frequently in previous chapters the study of any mathe
matical object necessarily requires consideration of the ·'mapsu of such objects. In 
the present case the mathematical objects in question are categories (Section 1.7). A 
functor may be roughly described as a "map'i from one category to another which 
preserves the appropriate structure. A natural transformation, in turn, is a "map" 
from one functor to another. 

We begin with the definition of covariant and contravariant functors and numer
ous examples. Natural transformations are then introduced and more examples 
given. The last part of the section is devoted to some important functors in  the theory 
of categories, the representable functors. 

The reader should review the basic properties of categories (Section 1.7), par
ticularly the notion of universal object (which is needed in the study of representable 
functors). We shall frequently be dealing with several categories simultaneously. 
Consequently� if A and B are objects of a category e� the set of al l  morphisms in  e 
from A to B wil l  sometimes be denoted by home(A �B) rather than hom(A,B) as previ
ously. 

Defin ition 1.1. Let e and 'J) be categories. A covariant functor T from e to 'J) (de
noted T : e -- 5)) is a pair of functions (both denoted by T), an object function that 
assigns to each object C oje an object T(C) of'J) and amorphism function which as
signs to each morphism f :  C ---+ C' of lY a morphism 

T(f) : T(C) � T(C') 

ofJJ, such that 

(i) T( J c) = I T(C) for ecery identity n1orphism lc ofe ; 

(ii) T(g 0 f) = T(g) 0 T(f) for any tWO morphisnlS f, g of e whose composite g of 
is defined. 

EXAMPLE. The (covariant) identity functor le : e � e assigns each object and 
each morphism of the category e to itself. 

EXAl\riPLE. Let R be a ring and A a fixed left R-module. For each R-module C, 
let T(C) = HomR(A�C) .  For each R-module homomorphism f :  C � C'� let T( f) be 
the usual induced map J :  Homlt'(A,C) � Homu(A ,C') (see the remarks after Theo
rem IV.4. 1 ) . Then T is a covariant functor from the category of left R-modules to the 
category of abelian groups. 

EXAMPLE. More generally, let A he a fixed object in a category e. Define a co
variant functor h .. t from e to the category S of sets by assigning to an object C of e 
the set h_-t(C,) = hom(A ,C) of all  morphisms in e from A to C. If f : C -- C' is a 
morphism ofe, let h.-t( f) : hom(A,C) � hom( A,(,') be the function given by g� fo g 
(g E hom(A,C,)). The functor h..t , which wiJ I  be discussed in some detail below, is 
ca lied the covariant hom functor. 

EXAMPLE. Let F be the fol lowing covariant functor from the category of sets 
to the category of left modules over a ring R with identity. For each set X� F(X) is 
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the free R-module on X (see the Remarks after Theorem IV.2.1 ) . If f : X �  X' is 
a function, let F( f) : F(X) � F(X') be the unique module homomorphism 
J : F(X) -t F(X') such that li = /, where i is the inclusion map X �  F(X) (Theorem 
IV.2. 1 ) . 

EXAMPLE. Let e be a concrete category (Definition 1.7.6), such as the category 
of left R-modules or groups or rings. The (covariant) forgetful functor from e to the 
category S of sets assigns to each object A its underlying set (also denoted A) and to 
each morphism f :  A �  A' the function f :  A -� A'  (see Definition 1 .7.6). 

Definition 1.2. Let e and 5) he categories. A contravariant functor S from e to 5) 
(denoted S : e � 5)) is a pair of functions (both denoted by S), an object function which 
assigns to each object C o fe an object S(C) o f5) and a morphism function which as
signs to each n1orphism f :  C --4 C' ofe a morphism 

S(f) : S(C') � S(C) 

o f5) such that 

(i) S( lc) = l s(C) for ecery identity morphis1n l c  ofe; 
(ii} S(g o f) = S(f) o S(g) for any two morphisms f, g ofe whose composite g o  f 

is defined. 

Thus the morphism function of a contravariant functor S : e --4 5) reverses the 
direction of morphisms. 

EXAl\tiPLE. Let R be a ring and B a fixed left R-module. Define a contravariant 
functor S from the category of left R-modules to the category of abelian groups by 
defining S( C,) = HomR( C,B) for each R-module C. I f f : C � C' is an R-module 
homomorphism, then S(f) is the induced map J :  HomR(C',B) � Homu(C�B) (see 
the Remarks after Theorem IV.4.1 ) .  

EXAMPLE. More generally, let B be a fixed object in a category e. Define a con
travariant functor hn from e to the category S of sets by assigning to each object C of 
e the set hB( C) = hom( C,B) of al l morphisms in e from C to B. If f : C -t C' is a 
morphism of e, let hB( f) : hom( C' ,B) � hom( C,B) be the function given by g � g o f 
(g c hom( C',B)). The functor hn is called the contravariant hom functor. 

The following method n1ay be used to reduce the study of contravariant functors 
to the study of covariant functors. If e is a category, then the opposite (or dual) cate
gory of e, denoted eop, is defined as follows. The objects of eop are the same as the 
objects of e. The set homeofJ(A,B) of morphisms in eop from A to B is defined to be 
the set home(B,A) of morphisms in e from B to A.  When a morphism f € home(B�A) 
is considered as a morphism in homeop(A,B), we denote it by foP_ Composition 
of morphisms in eop is defined by 

gop 0 fop = (fo K)oP. 

If S : e � i) is a contravariant functor, let S : eop � 5) be the unique covariant 
functor defined by 

S(A) == S(A) and S(f0P) = S(f) 
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for each object A and morphism /of eop. Conversely, it is easy to verify that every co
variant functor on eop arises in this way from a contravariant functor on e. 

Recall that every statement involving objects and morphisn1s in a category has a 
dual statement obtained by reversing the direction of the morphisms (see p. 54). It 
follows readily that a statement is true in a category e if and only if the dual state
ment is true in eop. Consequently a statement involving objects, morphisms and a 
contravariant functor s on e is true provided the dual statement is true for the co
variant functor S on eop. For this reason many results in the sequel will be proved 
only for covariant functors, the contravariant case being easily proved by dualization. 

In  order to define functors of several variables, it is convenient to introduce the 
concept of a product category. If e and 5) are categories, their product is the category 
e X 5) whose objects are all pairs ( C,D), where C and D are objects of e and 5) re
spectively. A morphism (C,D) � (C',D') of e X 5) is a pair (/,g), where f :  C � C' 
is a morphism of e and g : D � D' is a morphism of 5). Composition is given by 
(f',g') o (f,g) = (f' o J, g' o g). The axioms for a category are readily verified. The 
product of more than two categories is defined similarly. 

Functors of several variables are defined on an appropriate product category. 
Such a functor may be covariant in some variables and contravariant in others . For 
example, if e,5:>,£ are categories, a functor T of two variables (contravariant in the 
first and covariant in the second variable) from e X 5:> to £ consists of an object 
function, which assigns to each pair of objects (C,D) in e X  5:> an object T(C,D) of £, 
and a morphism function, which assigns to each pair of morphisms f : C � C', 
g :  D � D' of e X 5:> a morphism of £ :  

T(J,g) ; T(C',D) � T(C,D'), 
subject to the conditions : 

(i) T(l c, J  n) = lnc.D> for all (C,D) in e X 5:>;  
(ii) T(f' o J, g' o g) = T(J,g') o T(f',g), whenever the compositions f' o f, g' o g 

are defined in e and 1) respectively. The second condition implies that for each fixed 
object C of e the object function T( C,-) and the morphism function T(Ic, - )  con
stitute a covariant functor !D � £. Similarly for each fixed object D of 5:>, T( - ,D) 
and T( - , lD) constitute a contravariant functor e � £. 

EXAMPLE. HomR( - , - )  is a functor of two variables, contravariant in the 
first and covariant in  the second, from the category �n: of left R-modules1 to the cate
gory of abelian groups. 

EXAMPLE. More generally let e be any category. Consider the functor that 
assigns to each pair (A,B) of objects of e the set home(A,B) and to each pair of mor
phisms f : A -) A', g : B � B' the function 

hom(f,g) : home(A',B) � home(A,B') 

given by h � g o lz o f. Then home( - , - )  is a functor of two variables from e to the 
category S of sets, contravariant in  the first variable and covariant in  the second. 
Note that for a fixed object A,  home(A,-)  is just the covariant hom functor h_1 and 
hA(g) = hom(l_ .t,g). Similarly for fixed B home( -,B) is the contravariant hom 
functor lz8 and lz8(f) = hom(J,IJJ). 

1Strictly speaking Homn{ - , - )  is a functor on mL X mt, but this abuse of language is 
common and causes no confusion. 
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EXAMPLE. Let K be a commutative ring with identity. Then the functor 
given by 

T(A1 ,  . . . � A,J = At Q$)K ·  · · Q9K An 
T( /J, . . . , fn) = Ji Q9 · · · Q9 In 

is a functor of n covariant variables from the category of K-modules to itself. 

If T1 : e � � and T2 : � --4 t; are fLJnctors, then their composite (denoted T2T1) is 
the functor from e to t; with object and morphism functions given by 

C � T2(T1(C)); 
f --4 T2(T1( f)). 

T2T1 is covariant if T1 and T2 are both covariant or both contravariant. T2T1 is con
travariant if one Ti is covariant and the other is contravariant. 

Defin ition 1.3. Let e and � be categories and S :  e � :D, T :  e --4 � covariant 
functors. A natural transformation a : S --4 T is a function that assigns to each object C 
of e a morphism ac : S(C) � T(C) of � in such a way that for every morphism 
f : C --4 C' of e, the diagram 

ac S( C) ---.... T( C) 

! S(f) ! T(f) 

S(C') ... T(C') 
ac' 

in � is commutative. If ac is an equivalence for every C in e, then a is a natural iso
morphism (or natural equivalence) of the functors S and T·. 

A natural transformation [isomorphismf {3 : S � T of contravariant functors 
S,T : e � � is defined in the same way, except that the required commutative dia
gram Is: 

S(C) _f3_c.,. T(C) lsu> t T(f) 

S(C') T(C'), 
f3c' 

for each morphism f : C � C' of e. 

REMARKS. The composition of two natural transformations is clearly a natural 
transformation. Natural transformations of functors of several variables are defined 
analogously. 

EXAMPLE. If T : e -----. e is any functor, then the assignment C � 1 nc> defines a 
natural isomorphism IT : T -----. T, called the identity natural isomorphism. 
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EXAMPLE. Let �Tl be the category of left modules over a ring R and T :  � � mz 
the double dual functor, which assigns to each module A its double dual module 
A**  = HomR(HomR(A,R),R). For each module A let OA : A �  A ** be the homo
morphism of Theorem IV.4. 1 2. Then the assignment A �  OA defines a natural trans
formation from the identity functor /� to the functor T (Exercise IV.4.9). If the cate
gory ;)Jl is replaced by the category 1J of all finite dimensional left vector spaces over 
a division ring and T considered as a functor 1J � 1J, then the assignment A �  OA 
(A c: l.J) defines a natural isomorphisn1 from lu to T by Theorem IV.4. I 2  (iii). Also 
see Exercise 5.  

Natural transformations frequently appear in disguised form in specific cate
gories. For example, in the category of R-modules (and similarly for groups, rings, 
etc.), a statement may be made that a certain homomorphism is natural, without any 
mention of functors. This is usually a shorthand statement that means :  there are two 
(reasonably obvious) functors and a natural transformation between them. 

EXAMPLE. If B is a unitary left module over a ring R with identity, then there 
is a natural isomorphism of modules au : R ®n R r-v B (see Theorem IV.5 .7). It is 
easy to verify that for any module homomorphism f :  B �  C, the diagram 

R @n B _a_n_..., B 

I n ®d 1 f 

R @n C  C 
ac 

is commutative. Thus the phrase "natural isomorphism" means that the assignment 
B � au defines a natural isomorphism a : T � I;m, where ml is the category of uni
tary left R-modules and T :  �1 � �1 is given by B � R ®n B and f� I n ® f. 

EXAMPLE. If A,B,C are left modules over a ring R, then the isomorphism of 
abelian groups 

cJ> : Homn(A (f) B,C) r-v Homn(A,C) (f) Homn(B,C) 

of Theorem IV.4.7 is natural. One may interpret the word "natural" here by fixing 
any two variables, say A and C, and observing that for each module homomorphism 
f : B � B' the diagram 

Homn(A (f) B',C) _
cJ>
� Homn(A,C) (f) Homn(B',C) 

Hom(IA  EB J.Ic) ! ! Hom(IA. l c) E!) Hom (_{, I  c) 
Homn(A (f) B,C) Homn(A,C) (f) Homn(B,C) 

is commutative, where I A (f) f: A (f) B ----+ A EB B' is given by (a,b) � (a,f(b)). Thus 
cJ> defines a natural isomorphism of the contravariant functors S and T, where 

S(B) = Homn(A (f) B,C) and T(B) = Homn(A,C) (f) HomR(B,C). 

One says that the isomorphism ¢ is natural in B. A similar argument shows that cJ> is 
natural in A and C as well. 

Other examples are given in Exercise 4 . .  



470 CHAPTER X CATEGO R I ES 

Defin ition 1.4. Let T be a covariant functor from a category e to the category S of 
sets. T is said to be a representable functor if there is an object A in e and a natural 
isomorphism a from the covariant hom functor h A  = home(A,-)  to the functor T. 
The pair (A,a) is called a representation ofT and T is said to be represented by the 
object A. 

Similarly a contravariant functor S : e � S is said to be representable if there is an 
object B of e and a natural isomorphism {3 : h8 � S, where h8 = home( - ,B). The 
pair (B,jJ) is said to be a representation ofS. 

EXAMPLE. Let A and B be unitary modules over a comn1utative ring K with 
identity and for each K-module C let T( C) be the set of all K-bilinear maps A X B � C. 
Iff : C � C' is a K-module homomorphism, let T( f) : T{ C) � T( C') be the function 
that sends a bilinear map g : A X B --4 C to the bilinear map fg : A X B � C'. 
Then Tis a covariant functor from the category �li of K-modules to the category S of 
sets. We claim that T is represented by the K-module A @K B. To see this, define for 
each K-module C a function 

ac : HomK(A @K B,C) � T(C) 

by ac( f) = fi, where i : A X B � A @K B is the canonical bilinear map (see p.  
21 1 ). Now ac(f) : A  X B ----t C is obviously bilinear for each [e HomK(A @K B,C). 
By Theorem IV.5 .6 every bilinear map g : A  X B ----t C is of the form gi for a unique 
K-module homomorphism g : A ®K B --4 C. Therefore ac is a bijection of sets (that 
is, an equivalence in the category S). It is easy to verify that the assignment C � ac 
defines a natural isomorphism from hA ®Kn to T, whence (A @K B,a) is a representa
tion of T. It is not just coincidence that A @K B is a universal object in an appropri
ate category (Theorem 1V.5.6). We shall now show that a similar fact is true for any 
representable functor. 

Let {A,a) be a representation of a covariant functor T :  e � S. Let er be the 
category with objects all pairs (C,s), where C is an object of e and s 2 T(C). A mor
phism in er from ( C,s) to (D,t) is defined to be a morphism f : C ----t D of e such that 
T(f)(s) = t E T(D) . Note that [is an equivalence in er if and only if [is an equiva
lence in e. A universal object in the category er (see Definition 1 .7.9) is called a 
universal element of the functor T. 

EXAMPLE. In the example after Definition 1 .4 the statement that (A ®K B,a) 
is a representation of the functor T : �lL � S clearly implies that for each K-module C 
and bilinear map f : A X B ----t C (that is, for each pair ( C, f) with f 2 T( C)), there is a 
unique K-module homomorphism J : A ®K B ----t C such that ]i = f (that is, such 
that T( f)(J) = f with i = aA®.nu(1 .4 ®K n) e T(A @K B)). Consequently the pair 
(A ®K B,i) = (A @K B,aA®Kn(l .-t®Ku)) is a universal object in the category �ITr, 
that is, a universal element of T. 

With the preceding example as motivation we shall now show that representa
tions of a functor T :  e --4 S are essentially equivalent to universal elements of T. We 
shall need 

Lemma 1.5. Let T : e � S be a covariant functor fron1 a category e to the category 
S of sets and let A be an object of e. 



1. F U N CTORS A N D  NATU RAL TRANSFORMATIONS 471 

(i) If a : hA � T is a natural transformation from the covariant hom functor hA to 
T and u = aA( lA) c T(A), then for any object C ofe and g E hom<?_(A,C) 

ac(g) = T(g)(u). 

(ii) /fu E: T(A) and for each object C ofe f3c : home(A,C) � T(C) is the map de
fined by g � T(g)(u), then {3 : hA � T is a natural transformation such that f3A(1 A) = u. 

PROOF. (i) Let C be an object of e and g c home(A,C) . By hypothesis the 
diagram 

a.4. 
hA(A) = home(A,A) _... T(A) 

hA(g) l l T(g) 
hA(C) = home(A ,C) � T(C) 

is commutative . Consequently, 

ac(g) = ac(g o l A) = ac[hA(g)(I A)] 
= [achA(g)J ( I A) = (T(g)aA)( 1 A) = T(g)[aA(lA)] 
= T(g)(u). 

(ii) We must show that for every morphism k : B ---+ C of e the diagram 

f3n 
hA(B) = home(A,B) �T(B) 

hA(k) � l T(k) 
hA(C) = home(A,C) �T{C) 

f3c 

is commutative. This fact follows immediately since for any fc home(A,B) 

[f3chA(k)J( f) = f3c(k o f) = T(k o f)(u) = [T(k)T(f)](u) 
= T(k)[T(f)(u)] = T(k)[f3B( /)] 
= [T(k)f3nJ( f). 

Therefore {3 is a natural transformation. Finally, 

Theorem 1.6. Let T : e ---+ S be a covariant functor frotn a category e to the category 
S of sets. There is a one-to-one correspondence between the class X of all representa
tions ofT and the class Y of all universal elements ofT, gicen by (A,a) � (A,aA(l A)). 

REMARK. Since aA : home(A ,A) � T(A), aA( IA) is an element of T(A). 

PROOF OF 1.6. Let (A,a) be a representation of T and let aA(I A) = u E T(A). 
Suppose (B,s) is an object of er. By hypothesis an : hA(B) = home(A ,B) ---+ T(B) is a 
bijection, whence s = aB(f) for a unique morphism f :  A �  B. By Lemma 1 .5, 
T(f)(u) = aB( f) = s. Therefore, fis a morphism in er from (A,u) to (B,s). If g is an
other morphism in eT from (A ,u) to (B,s) then g E home(A ,B) and T(g)(u) = s. 
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Consequently, by Lemma 1 .5 an(g) = T(g)(u) = s = an( f). Since aB is a bijection, 
f = g. Therefore, /is the unique morphism in er from (A,u) to (B,s), whence (A,u) is 
universal in er. Thus (A,u) is a universal element of T. 

Conversely suppose (A .,u) is a universal element of T. Let {3 : hA � T be the natural 
transformation of Lemma 1 .5 (ii) such that for any object C of e, f3c : home(A,C) � 
T(C) is given by f3c( f) = T(f)(u) . If s c T(C), then (C,s) is in er. Since (A,u) is univer
sal in er, there exists fe home(A,C) such that s = T(f)(u) = f3c(f). Therefore f3c is 
surjective. If f3c( ft) = f3c(/z), then T( ft)(u) = f3c( J;.) = f3c(h) = T(f.;)(u), whence It 
and h are both morphisms in er from (A,u) to (C.,T( ft)(u)) = (C,T(h.)(u)) . Conse
quently, It = h. by universality. Therefore each f3c is injective and hence a bijection 
(equivalence in S). Thus {3 is a natural isomorphism, whence (A,{3) is a representation 
of T. 

To complete the proof use Lemma 1 .5 to verify that ¢t/; = 1 y and t/;¢ = 1x,  
where ¢ : X �  Y is given by (A,a) � (A,aA( 1 A)) and l/1 : Y �X is given by (A,u) � 
(A,{3) ({3 as in the previous paragraph). Therefore ¢ is a bijection. • 

Corollary 1.7. Let T : e ---+ S be a covariant functor from a category e to the category 
S of sets. lf(A,a) and (B,{3) are representations ofT, then there is a unique equivalence 
f :  A ---+ B such that the following diagram is commutative for all objects C of e: 

PROOF. Let u = aA( 1A) and v = f3B(I B).  By Theorem 1 .6 (A ,u) and (B,v) are 
universal elements of T, whence by Lemma I .  7 . I  0 there is a unique equivalence 
f : A � B in e such that T( f)(u) = v. Lemma 1 .5 (i) implies that for any object C of 
e and g c home(B,C) 

[achom( /,1 c)](g) = ac{g o f) = T(g o f)(u) 

= [T(g)T( f)J(u) = T(g)[T(f)(u)] = T(g)(v) 
= f3c(g), 

so that the required diagram is commutative. Furthermore if J;. : A � B also makes 
the diagram commutative, then for C = B and g = 1 B, 

T([t)(u) = aB(Ji) = aB(I B o J;.) = aB[hom (/I,lB)( lB)] = f3B(18) = v. 

Therefore fi = fby uniqueness. • 

Corollary 1.8. (Yoneda) Let T : e � S be a covariant functor from a category e to 
the category S of sets and let A be an object of e. Then there is a one-to--:one corre
spondence between the set T(A) and the set Nat(hA ,T) of all natural transforn1ations 
from the covariant hon1 functor hA to the functor T. This bijection is natural in A andT. 

SKETCH OF PROOF. Define a function l/1 = l/1 A : Nat(hA ,T) ---+ T(A) by 

a �  aA(IA) c T(A) 
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and a function cf> : T(A) � Nat(hA ,T) by 

u �  (3, 

where {3 is given by Lemma 1 .5 (ii). Verify that cf>l/1 and 1/;c/> are the respective identity 
maps. Therefore 1/; A is a bijection. 

The naturality statement of the corollary means that the diagrams 

Nat(hA,T) 
1/; A 

.. T(A) 

N*(f) l ! T( /) 

Nat(hn,T) -1/1-n 
.... T(B) , 

Nat(hA,T) N.(a) 1 
Nat(hA,S) 

1/; A
� S(A) 

are commutative, where f : A � B is any morphism of e, a : T --+ S is any natural 
transformation of functors and N*(f), N.(a) are defined as follows. For each object 
C of e and {3 e Nat(hA ,T), 

N*(f)(J3)c :  hn(C) = home(B,C) � T(C) 

is given by g � {3c(g o f). The map N.(a) : Nat(hA,T) � Nat(hA,S) is given by 
{3 �  a{3. • 

A representable functor is a functor of one variable that is naturally isomor
phic to the covariant (or contravariant) hom functor. But for a given category �' 
homX>( - , - )  is a functor of two variables. We now investigate conditions under 
which a functor T of two variables is naturally isomorphic to homv( - ,  -). 

We shall deal with the following somewhat more general situation. Let e and � 
be categories and T :  e X � � S a functor that is contravariant in the first variable 
and covariant in the second. If S : e � � is a covariant functor, then it is easy to 
verify that the assignments (C,D) � hom5)(S(C),D) and (f,g) � hom5)(S( f),g) de
fine a functor e X � � S that is contravariant in the first variable and covariant in 
the second. 

Theorem 1.9. Let e and � be categories and T a functor from the product category 
e X !D to the category S of sets, contravariant in the first variable and covariant in the 
second, such that for each object C o fe, the covariant functor T(C, -) : � ---+ S has a 
representation (Ac,ac). Then there is a unique covariant functor S : e � 5) such that 
S(C) = Ac and there is a natural isomorphism fronz hom5)(S( - ), - )  to T, given by 

acn : hom5)(S(C),D) � T(C ,D). 

REMARK ON NOTATION. For each object C of e, Ac is an object in 5) and 
a.c is a natural isomorphism from homn(Ac,-) to T( C,-). Thus for each D in :JJ 
there is an equivalence ac D : hom5)(Ac,D) ---+ T(C,D). 
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PROOF OF 1.9. The object function of the functor S is defined by S( C) = Ac 
for each object C of e. The morphism function of S is defined as follows. For each 
object c of e ac Ac : hom�(Ac,Ac) -4 T(C,Ac) and Uc = Ctc.ttcO Ac) € T(C,Ac). By 
Theorem 1 .6 (Ac,uc) is a universal element of the functor T( C, -). If f : C � C' is 
a morphism of e, let v = T( /,1.-tc' )(uc·) E T( C,Ac· ). By the universality of (Ac,uc) in 
:JJ there exists a unique morphism/: Ac - Ac' in :JJ such that 

Define S( f) to be the morphism ]. 

Clearly S(lc) = l Ac = ls<C> · If  C � C' � C" are morphisms of e, then by 
definition S(g) is the unique morphism g : AC' -4 Ac" such that 

Similarly S(g o f) is the unique morphism li : Ac -4 Ac·-· such that 

Consequently S(g) o S( f) = g o ] is a morphism Ac -4 Ac" such that 

T(lc,g o f)(uc) = T(1c,g)T(1 c,J)(uc) = T(lc,g)T(f, I Ac')(uc•) 
= T( f,g)(uc•) = T( f, I Ac'')T(lc· ,g)(uc') 
= T(f, I A(;")T(g,IAc")(ur") = T(g 0 f, I Ac")(uc") 
= T(l c,h)(uc). 

Therefore by the uniqueness property of universal objects in Dr<C.-) we must have 

S(g) o S( f) = g o J =  li = S(g o f).  

Thus S :  e � D is a covariant functor. 
In order to show that a : hom!D(S(- ), - ) -4 T is a natural isomorphism we need 

only show that for morphisms f : C � C' in e and g : D � D' in  D the diagram 

aC' 
homD(Ac· ,D) � T(C',D) 

hom(S( f), lv) 1 l T( f.ln) 

CiCD 
hom:n(Ac,D) • T( C,D) 

homOAc.K) ! 1 T(l c,g) 

homD(Ac,D') c • T(C,D') 
a D' 

is commutative. The lower square is commutative since for fixed C, 

ac : hom:n(Ac, - )  -4 T( C, - )  

is a natural isomorphism by hypothesis. As for the upper square let k c hom:D(Ac· ,D). 
Then by Lemma 1 .5 (i) : 

1 
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T(/,lv)ac' v(k) = T(/,1 n)T(lc• ,k)(uC') = T(f,k)(uc') 
= T(Ic.,k)T(/,1 Ac')(uc') = T(Ic,k)T(Ic,J)(uc) 
= T( Ic,k o ])(uc) = T(lc,k o S(/))(uc) 

• 

= ac D'(k o S( /)) 

= ac D ' hom(S( /), I v)(k) . • 

E X E R C I S E S 

475 

Note: In these exercises S is the category of sets and functions ; CR is the category of 
rings and ring homomorphisms ; R is a ring; �n is the category of left R-modules and 
R-module homomorphisms ; g is the category of groups and group homomorphisms. 

I . Construct functors as follows : 
(a) A covariant functor g � S that assigns to each group the set of all its 

subgroups. 
(b) A covariant functor CR -·� CR that assigns to each ring N the polynomial 

ring N[x]. 
(c) A functor, covariant in  both variables � X � � �  such that 

(A,B) � A EB B. 

(d) A covariant functor g � g that assigns to each group G its commutator 
subgroup G' (Definition II. 7. 7). 

2. (a) I f  T : e � 5) is a covariant functor, let Im T consist of the objects 
{ T(C) I C s e J  and the morphisms { T(f) : T(C) � T(C') I f :  C � C' a mor
phism in e } .  Then show that Im T need not be a category . 
(b) If the object function of T is injective, then show that Im T is a category. 

3. (a) I f  S : e � � is a functor, let u(S) = I if S is covariant and - 1  if S is con
travariant. If T : 3) � 8 is another functor, show that TS is a functor from e to 8 
whose variance is given by u(TS) = u(T)u(S). 
(b) Generalize part (a) to any finite number of functors, s. : e. � e2, S2 : e2 � 
e3, . . .  , Sn : en � en+•· 

4. (a) If A,B,C are sets, then there are natural bijections : A X B � B X A and 
(A X B) X C � A X (B X C). 
(b) Prove that the isomorphisms of Theorems IV.4.9, IV.5.8, IV.5.9, and IV.5 .10 
are al l  natural .  

5 .  Let \J be the category whose objects are all finite dimensional vector spaces over 
a field F (of characteristic � 2,3) and whose morphisms are all vector-space 
isomorphisms. Consider the dual space V* of a left vector space V as a left 
vector space (see the Remark after Proposition VII .L IO). 

(a) I f ¢ : V � v. is a vector-space isomorphism (morphism of \J), then so is 
the dual map ¢ : v. * --+ V* (see Theorem IV .4. 1  0). Hence 4}-1 : V* � V1 * is 
also a morphism of \J.  

(b) D : t:J � t:J is a covariant functor, where D(V) = V* and· D(¢) = cp-•. 
(c) For each V in \J choose a basis { x 1 ,  . . .  , Xn } and let { [x., . . .  , fznl be the 

dual bases of V* (Theorem IV .4. I 1  ) . Then the map av : V � V* defined by 
xi � fza is an isomorphism. Thus av : V � D(V). 
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(d) The isomorphism av is not natural; that is, the assignment V � av is not a 
natural isomorphism from the identity functor 1\J to D. [Hint: consider a one 
dimensional space with basis { x }  and let ¢(x) = ex with c � 0, ± l.J?.] 

6. (a) Let S : e � � and T : e � � be covariant functors and a : S � T a natural 
isomorphism. Then there is a natural isomorphism fJ : T --. S such that {Ja = Is 
and a{J = lr, where Is : S � S is the identity natural isomorphism and similarly 
for lr. [Hint: for each C of e, ac : S{C) --. T(C) is an equivalence and hence has 
an inverse morphism /1c : T( C) � S( C).] 
(b) Extend {a) to functors of several variables. 

7 .  Covariant representable functors from S to S preserve surjective maps. 

8. (a) The forgetful functor grr --. S {see the Example preceding Definition 1 .2) is 
representable. 
(b) The forgetful functor g --.  S is representable. 

· 

9. {a) Let P : S � S be the functor that assigns to each set X its power set {set of all 
subsets) P(X) and to each function f: A - B the map P(f) : P(B) - P(A) that 
sends a subset X of B onto j-1(X) c A.  Then P is a representable contravariant 
functor. 
(b) Let the object function of Q : S � S be defined by Q(A) = P(A). Iff: A --. B, 
let Q( f) : Q(A) � Q(B) be given by X �  f(X). Then Q is a covariant functor. Is 
Q representable? 

10.  Let (A,a) and (B�{J) be representations of the covariant functors S :  e � S and 
T : e � s respectively. If T : s � T is a natural transformation, then there is a 
unique morphism f :  A �  A in e such that the following diagram is commuta
tive for every object C of e: 

home(A,C) 
ac.., S(C) 

hom(J,lc) ! l Tc 

home(B,C) -•• T(C) fJc 

2. ADJOINT FUN CTORS 

Adjoint pairs of functors are defined and discussed. Although they occur in many 
branches of mathematics formal descriptions of them are relatively recent . 

Let S :  e � � and T :  � � e be covariant functors. As observed in the dis
cussion preceding Theorem 1 .9, the assignments ( C,D) � hom5)(S( C),D) and 
(/,g) l-t hom5){S( f),g) define a functor e X � � S which is contravariant in the 
first variable and covariant in  the second. We denote this functor by hom5)(S( - ), - ). 
Similarly the functor home(- ,T(- )) : e X � �  S is defined by 

(C,D) � home{C,T{D)) and (f,g) � home(/,T(g)). 
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Defin ition 2.1.  Let S : e --. � and T : � --. e be covariant functors. S is said to be a 
left adjoint ofT (or T a right adjoint ofS, or (S,T) an adjoint pair) if there is a natural 
isomorphism from the functor hom'D(S(-), -) to the functor home(- ,T(- )). 

Thus if S is a left adjoint of T, there is for each C of e and D of � a bijection 

ac.D : homi>(S( C),D) --. home( C,T(D)), 

which is natural in C and D. The theory of adjoint functors was first suggested by the 
following example. 

EXAMPLE. Let R, S be rings and AR, RBs, Cs (bi)modules as indicated. By 
Theorem IV.5 . 10  there is an isomorphism of abelian groups 

Homs(A @R B,C) 1"./ HomR(A, Homs(B,C)), 

which is easily shown to be natural in A and C (also in B). Note that A @R B is a 
right S-module by Theorem IV.5.5 (iii) and Hom$(B,C) a right R-module by 
Exercise IV.4.4 (c). Let B be a fixed R-S bimodule. Let e be the category of right 
R-modules and � the category of right S-modules so that home(X,Y) = HomR(X,Y) 
and homD ( U, V) = Horns( U, V). Then the isomorphism above simply states that the 
functor -@RB from e to � is a left adjoint of the functor homs{B, -) from � to e. 

EXAMPLE. Let R be a ring with identity and mi the category of unitary left 
R-modules. Let T :  �R � S be the forgetful functor, which assigns to each module 
its underlying set. Then for each set X and module A ,  hom6(X. T(A)) is just the set 
of all functions X --. A .  Let F : S --. mi be the functor that assigns to each X the free 
R-module F(X) on the set X (see p .  I 82). Let ix : X --.  F(X) be the canonical map. 
For each set X and module A, the map 

ax.A : HomR(F(X),A) --. homs(X,T(A)) 

defined by gf--tgix is easily seen to be natural in X and A. Since F(X) is free on X, ax.A 
is injective (Theorem IV.2. 1 (iv)). Furthermore every function f : X --... T(A) is of the 
form f = lix for a unique homomorphism 1 : F(X) � A (Theorem IV.2. 1 (iv)). Con
sequently ax,A is surjective and hence a bijection. Therefore F is a left adjoint of T. 

Other examples are given in the exercises. 

There is a close connection between adjoint pairs of functors and representable 
functors. 

Proposition 2.2.  A covariant functor T : � � e has a left adjoint if and only if for 
each object C in e  the functor homJ...C,T(-)) : � --. S is representable. 

PROOF. If S : e � � is a left adjoint of T, then there is for each object C of e 
and D of � a bijection 

ac.n : hom<JJ(S(C),D) � home(C,T(D)), 

which is natural in C and D. Thus for a fixed C, (S(C),ac,-) is a representation of the 
functor home(C,T( -)). 
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Conversely suppose that for each C, Ac is an object of !D that represents 
home(C,T(-)). By Theorem 1 .9 there is a covariant functor S : e � !D such that 
S(C) = Ac and there is a natural isomorphism of functors 

homD(S(-), - )  � home(- ,T(-)). 

Therefore S is a left adjoint of T. • 

Corollary 2.3. A covariant functor T : !D � e has a left adjoint if and only if there 
exists for each object C ofe an object S(C) of:D and an1orphism uc : C � T(S(C)) 
such that (S(C),uc) is a universal element of the functor home(C,T(- )) : 5) � S. 

PROOF. Exercise ; see Theorem 1 .6. • 

, 

Corol lary 2.4. Any two left adjoinrs of a covariant functor T : 5) � e are naturally 
isomorphic. 

PROOF. If St : e � !D and S2 : e � !D are left ad joints of T, then there are 
natural isomorphisms 

a :  homi)(SI( - ), - )  � home( - ,T(-)), 

{3 : hom:n(Sz( - ), - ) � home( - ,T(-)). 

For each object C of e the objects s.(C) and Sz(C) both represent the functor 
home(C,T(- )) by the first part of the proof of Proposition 2.2. Consequently for 
each object C of e there is by Corollary 1 .7 an equivalence fc : S1(C) -4 Sz(C). We 
need only show that fc is natural in C; that is, given a morphism g : C -4 C' of e we 
must prove that 

S1(C) 
fc 

S2(C) 

S,(g) ! ! S.J..g) 

s.(C') r. .. Sz(C') 
JC' 

is commutative . We claim that it suffices to prove that 

hom�S.(C'),Sz(C')) 
hom(fc', l )  

homiiSz(C'),Sz(C')) 

hom(S,(g), l )  i ! hom(S.J..g), l )  

homiiS.(C),Sz(C')) 
hom(/c, l )  

homi)(Sz(C),Sz(C')) 

is commutative (where 1 = l s2<c '>>· For the image of 1 s2(c'> in one direction is 
S'2(g) o fc and in the other direction /C' o S1(g). 

Consider the following three-dimensional diagram (in which 1 = I s2<c'), 

ax = ax,s2<c'> and the induced map hom(k,1 ) is denoted k for simplicity) : 
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g 

We must prove that the left rear rectangle is commutative. The top and bottom tri
angles are commutative by Corollary 1 .  7. The front and right rear rectangles are 
commutative since a and {1 respectively are natural .  Consequently 

Since ac = ac.s2(c'> is injective by hypothesis, we must have St(g) Jc. = lc
S2(g). 

Therefore the left rear rectangle is commutative. • 

E X E R C I S E S 
Note: S denotes the category of sets. 

1 .  If T : e � S is a covariant functor that has a left adjoint, then T is representable. 

2.  Let e be a concrete category and T :  e ------. S the forgetful functor. If T has a left 
adjoint F : S � e, then F is called a free-object functor and F(X) (X E S) is called a 
free F-object on X. 

(a) The category of groups has a free-object functor. 
(b) The category of commutative rings with identity and identity preserving 

homomorphisms has a free-object functor. [If X is finite, use Exercise III.5 . 1 1 to 
define F(X).] 

3 .  Let X be a fixed set and define a functor S : S � S by Y � X  X Y. Then S is a left 
adjoint of the covariant hom functor hx = hom:;;(X, - ). 

4. Let g be the category of groups, a the category of abelian groups, ff the category 
of fields, � the category of integral don1ains, � the category of unitary left 
K-modules, and (B the category of unitary K-K bimodules (K,R rings with 
identity). 

In each of the following cases let T be the appropriate forgetful functor (for 
example, T : ff � � sends each field F to itself, considered as an integral domain). 
Show that (S,T) is an adjoint pair. 

(a) T :  a �  g, S :  g � a, where S(G) = G/G' with G' the commutator sub-
group of G (Definition II. 7.  7). 

(b) T :  5 � �' S : � � �, where S(D) is the field of quotients of D (Section III.4). 
(c) T :  �li � a, S : a �  �n, where S(A) = K @z A (see Theorem IV.5.5). 
(d) T :  ffi � ;)li, S :  �n � ffi, where S(M) = M ®z R. 
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3. MORPH ISMS 

A significant part of the elementary theory of categories is the attempt to general
ize as many concepts as possible from well-known categories (for example, sets or 
modules) to arbitrary categories. In this section we extend to (more or less) arbitrary 
categories the concepts of monomorphisms, epimorphisms, kernels and cokernels 
of morphisms. 

NOTATION. Hereafter we shall usually denote the composite of two mor
phisms of a category by gf instead of g o f as previously. 

We begin by recalling that a morphism f :  C � D in a category is an equivalence 
if and only if there is a morphism g : D ---+ C such that gf = 1 c and fg = 1 D ·  This 
definition is simply a reflection of the fact that a homomorphism in the category of 
groups (or rings, or modules, etc.) is an isomorphism if and only if it has a two sided 
inverse (see Theorem 1.2.3) . In a similar fashion we _may extend the concepts of 
monomorphisms and epimorphisms to arbitrary categories as follows. 

Defin ition 3.1. A 1norphism f : C � D of a category e is monic (or a monomor
phism) if 

fh = fg � h = g 

for all objects B and morphisms g,h E ho1n(B,C). The morphism f is epic (or an epi
morphism) if 

kf = tf � k = t 

for all objects E and morphisms k, t E ho1n(D,E). 

EXAMPLE. A morphism in the category of sets is monic [resp. epic] if and only 
if it is injective [resp. surjective] (Exercise 1 ). 

EXAMPLES. Let e be any one of the following categories : groups, rings, left 
modules over a ring. If f : C � D and g,h : B ---+ C are homomorphisms {that is, 
morphisms of e), then by Exercise IV. l .2(a), j'h = fg implies h = g if and only if fis 
an injective homomorphism (that is, a monomorphism in _the usual sense).2 Thus the 
categorical definition of monomorphism agrees with the previous definition in these 
familiar categories. 

EXAMPLES. Exercise IV. l .2(b) shows that a morphism fin the category of left 
modules over a ring R is epic if and only if fis a surjective homomorphism {that is, an 
epimorphism in the usual sense). The same fact is true in the category of groups, but 
the proof is more difficult {Exercise 2). Thus the categorical definition of epimor
phism agrees with the previous definition in these two categories. 

EXAMPLES. In the category of rings every surjective homomorphism is easily 
seen to be epic. However, if f,g : Q � R are homomorphisms of rings such that 

2The Exercise deals only with modules, but the same argument is valid for groups and 

nngs. l 
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f I Z = g I Z, then f = g by Exercise III .l . l 8. Consequently the inclusion map 
Z � Q is epic in the category of rings. But this map is obviously not surjective. 

EXAMPLE. In the category of divisible abelian groups (p. 195) and group 
homomorphisms the canonical map 1r :. Q � Q/Z is monic, but clearly not injective. 
To see this, suppose g,h : A �  Q are homomorphisms with A divisible and 1rg = 1rh. 
If g � h, then there exist a E A, r,s E Z (s � ± 1 )  such that g(a) - h(a) = r Is #- 0. By 
hypothesis rb = a for some b E  A .  Consequently, r(g(b) - h(b)) = g(a) - lz(a) 
= r(ljs), whence g(b) - h(b) = 1 /s. Therefore O = 1rg(b) - 1rh(b) = 1r(g(b) - h(b)) 
= 1r(ljs) .  Thus 1 /s E Ker 1r = Z, which is a contradiction since s #- ± 1 .  There
fore g = h and hence 1r is monic. 

Proposition 3.2. Let f : B � C and g : C � D be morphisms of a category e. 

(i) f and g monic => gf monic; 
(ii) gf monic => f monic; 

(iii) f and g epic =::} gf epic; 
(iv) gf epic => g epic; 
(v) f is an equivalence => f is monic and epic. 

PROOF. Exercise. • 

REMARK. The two examples preceding Proposition 3.2 show that the converse 
of (v) is false. 

An object 0 in a category e is said to be a zero object if 0 is both universal and 
couniversal in e (see Definition 1.7.9). Thus for any object C of e there is a unique 
morphism 0 --. C and a unique morphism C � 0. 

EXAMPLE. The zero module is a zero object in the category of left modules 
over a ring; similarly for groups and rings. The category of sets has no zero objects. 

Pro position 3.3. Let e be a category and C an object oje. 

(i) Any two zero objects o[e are equivalent. 
(ii) If 0 is a zero object, then the unique morphism 0 � C is monic and the 

unique morphism C � 0 is epic . 

SKETCH OF PROOF. (i) Theorem I.7. 10. (ii) If Oc o f  = Oc o g, where 
Oc : 0 � C, then f = g by the co universality of 0. Therefore Oc is monic. • 

Proposition 3.4. Let e be a category which has a zero object 0. Then for each pair 
C,D of objecTs ofe there is a unique morphism Oc.D : C --.  D such that 

f o Oc.n = Oc .E and Oc.n o g = OB.D 

for all morphi��ms f E hom(D,E), g E ho�(B,C). 



482 CHAPTER X CATEGO R I ES 

REMARK. Oc.n is called a zero morphism. 

PROOF OF 3.4. (Uniqueness) If I 0� ,n I and { Oc.n l are two families of mor
phisms with the stated properties, then for each pair C,D 

I I Oc,n = On.nOc.n = Oc .n. 

{Existence) For each object A of e Jet LA : 0 � A and 1r A : A ---+ 0 be the unique 
morphisms. For any fc. hom(D,E), fin = LE : 0 --4 E by universality. For any 
g c. hom(B,C) reg = 7rB : B ---+ 0 by couniversality. Define Oc.n to be the composition 

C � 0 � D. Then for f c. hom(D,E), f o Oc,n = /tnrrc = LE1rc = Oc.E and similarly in 
the other case. • 

The final step in extending properties of morphisms in familiar categories to mor
phisms in arbitrary categories is to develop reasonable definitions of kernels and co
kernels of morphisms. We begin in a somewhat more general setting. 

-, 

Defin ition 3.5. Let f :  C ---+ D and g :  C ---+ D be morphisms of a category e. A 
difference kernel (or equalizer) for the pair (f,g) is a morphism i : B � C such that: 

(i) fi = gi; 
{ii) i/h : A ---+ C is a morphism with fh = gh, then there exists a unique morphism 

11 :  A �  B such that in = h.  
A difference cokemel (or coequalizer) for the pair {f,g) is a morphism j : D � E 

such that: 
{iii) jf = jg; 
{iv) ifk : D ---+ F is a morphism with kf = kg, then there exists a unique morphism 

K : E --4 F such that Kj = k. 

EXAMPLES. In the category S of sets a difference kernel of f :  C ---+ D and 
g : C --4 D is the inclusion map B ---+ C, where B = { c s C I /{c) = g(c) } .  The same 
construction shows that every pair of morphisms has a difference kernel in the cate
gories of groups, rings, and modules respectively. 

EXAMPLE. Let f : G ---+ H and g : G � H be homo�orphisms of groups. Let 
N be the smallest normal subgroup of H containing { f(a)g(a)-1 I a c. G} . Then the 
canonical epimorphism H � H/ N is a difference cokerneJ of ( f,g) by Theorem 1 .5.6. 

Proposition 3.6. Let f :  C --4 D and g : C --4 D be 1norphisms of a category e. 
(i) /fi : B ---+ C is a difference kernel of(f,g), then i is a mono1norphism. 

(ii) /fi : B ---+ C and j : A --4 C are d�fference kernels oJ(f,g), then there is a unique 
equivalence h : A ---+ B such that ih = j .  

PROOF. (i) Let h� k : F ---+ B be morphisms such that ih = ik. Then 
f(ih) = (fi)h = (gi)h = g(ih). Since i is a difference kernel of (f,g), there is a unique 
morphism t : F --4 B such that it = ih. But both t = h and t = k satisfy this condi
tion, whence h = k by uniqueness. Therefore i is monic. 
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(ii) By hypothesis there exist unique morphisms h : A -----+ B and k : B -----+ A such 
that ih = j and jk = i respectively. Consequently ihk = jk = i = i o ln  and 
jkh = ih = j = j o lA.  Since i and j are monomorphisms by (i), hk = IB and 
kh = lA.  Therefore h is an equivalence. • 

REMARK. Difference cokernels are epimorphisms and the dual of Proposition 
3.6 (ii) holds for difference cokernels. 

Suppose that e is a category with a zero object 0 and hence zero morphisms 
(Proposition 3.4). A kernel of a morphism f:  C � D (if one exists) is defined to be 
any difference kernel of the pair (/,Oc.n) ; it is sometimes denoted Ker f. Definition 
3.5 and Propositions 3.4 and 3.6 show that k : K � C is a kernel off : C � D if and 
only if 

(i) k is a monomorphism with fk = Ox.n ;  and 
(ii) if h : B � C is a morphism such that fh = On.n , then there is a unique mor

phism li : B � K such that kli = h. 
By Proposition 3.6 K is unique up to equivalence. 

A cokemel t : D � E of a morphism f : C -----+ D is defined dually as a difference 
cokernel of the pair (/,Oc.n); it is sometimes denoted Coker f As above t is char
acterized by the conditions : 

(iii) 1 is an epimorphism with tf = Oc.E ; and 
(iv) if g : D � F is a morphism such that g f = Oc.F, then there is a unique mor

phism g :  E � F such that gt = g. 

EXAMPLES. In the categories of groups, rings and modules, a kernel of the 
morphism f : C � D is the inclusion map K � C, where K is the usual kernel, 
K = { c e: C I f(c) = 0 } . In the category of modules, the canonical epimorphism 
D � D jim f is a co kernel of f. · 

E X E R C I S E S  

1 .  A morphism in the category of sets is monic [resp. epic] if and only if it is injective 
[resp. surjective) . 

2. A morphism f : G � H in the category of groups is epic if and only if [is a sur
jective homomorphism (that is, an epimorphism in the usual sense). [Hint: If [is 
epic, K = lm f, andj : K � H is the inclusion map, thenj is epic by Proposition 
3.2. Show that fis surjective (that is, K = H) as follows. Let S be the set of left co
sets of K in H; let T = S U { u l with u ' S. Let A be the group of all permutations 
of T. Let t : H � A be given by t(h)(h' K) = hh' K and t(h)(u) = u. Let s : H � A 
be given by ut(h)u, where u e: A is the transposition interchanging u and K. Show 
that s and t are homomorphisms such that sj = rj, whence s = t. Show that 
hK = K for all h e: H; therefore K = H.] 
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3.  A commutative diagram 

of morphisms of a category e is called a pullback for It and h if for every pair of 
morphisms h1 : B' ---) C., h2 : B' � C2 such that /Ih. = hh2 there exists a unique 
morphism t : B' ---) B such that ht = gtl and h2 = g2t. 

(a) If there is another pullback diagram for /.,h with 81 in the upper left-hand 
corner, then B and Bt are equivalent. 

(b) In the pullback diagram above, if f2 is a monomorphism, then so is g1 . 
(c) Every pair of functions It : C, ---) D, h : C2 ---) D in the category of sets has a 

pullback. 

4. Show that every pair of functions f, g : C ---) D has a difference cokernel in the 
category of sets. 

5.  Let f, g :  C ---) D be morphisms of a category e .  For each X in e let 

Eq(X,f,g) = { h € hom(X,C) I fh = gh J . 

(a) Eq(- ,f,g) is a contravariant functor from e to the category of sets. 
(b) A morphism i : K ---) Cis a difference kernel of ( f,g) if and only if Eq(- , f,g) 

is representable with representing object K (that is, there is a natural isomorphism 
r :  home( - ,K) � Eq( - , f,g)). [Hint: show that for h : X �  K, rx(h) = ih, where 
i = Tx(lx).] 

6. If each square in the following diagram is a pullback. and B' ---) B is a monomor
phism, then the outer rectangle is a pullback. [Hint : See Exercise 3.] 

p _ __..Q _ __.,.. 8' 
l � J 
A ... I ... B. 

7. In a category with a zero object, the kernel of a monomorphism is a zero mor
phism. 
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SYM BOL M EAN I NG PAGE REFERENCE 

Q field of rational numbers 1 

R field of real numbers 1 

c field of complex numbers 1 
=> implies 1 

� if and only if I 
� is an element of 2 

• is not an element of 2 

{ x I P(x) } the class of all x such that P(x) is true 2 

c is a subclass (or subset) of 2 

0 empty set 3 

P(A) or 2A power set of A 3 

U Ai union of the sets Ai 3 
hi 
n Ai intersection of the sets Ai 3 
iel 

B - A  relative complement of A in B 3 

A' complement of A 3 

f: A -+ B  f is a function from A to B 3 

a �  f(a) the function fmaps a to f(a) 3 

/I S restriction of the function fto S 4 

l A 
{ identity function on the set A 4 
identity element of the ring A 1 1 5 

g o  for gf 
{ composite function of fand g 4 

composite morphism off and g 52 
lm f image of the function f 4, 3 1  

f-l(T) inverse image of the set T 4 

485 
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SYM BOL 

A X B 

a 

z 
N 
N* 
a \ b  

a.{'b 

(aha2, . . . , an) 

a ==  b (mod m) 

IA I 

No 

Q/Z 

Z(poo) 

Ker f 
H < G 
<X> 
<a> 

H V K, H +  K 

Qs 

Ia I 
a =r b (mod H) 

a =z h (mod H) 

Ha, aH 

[G:H] 
HK 
N <J G 
GJN 

L IST O F  SYM BOLS 

M EAN ING PAGE REFERENCE {Cartesian product of sets A and B 
direct product of groups A and B { is equivalent to 
is equipollent with 

equivalence class of a 
(Cartesian) product of the sets Ai ; 

product of the family of objects { Ai I i E /} 

direct product of the family of groups 
[or rings or modules] { Ai I i E /} 

�et of integers 
set of nonnegative integers (natural numbers) 
set of positive integers 
a divides b 
a does not divide b {greatest common divisor of a., . . .  , a"' 

ideal generated by al, . . .  , an 

a is congruent to b modulo m { cardinal number of the set A 
order of the group A 
determinant of the matrix A 

aleph-naught 
group of symmetries of the square 
symmetric group on n letters 
direct sum of additive groups G and H 

integers modulo m 
group of rationals modulo one 
Sylow p-subgroup of Q/Z 

is isomorphic to 
kernel of the homomorphism 1· 
H is a subgroup of G 
subgroup generated by the set X 
cyclic (sub )group generated by a 

the join of subgroups H and K 
quaternion group 
order of the element a 

ab-

1 E H 

a-

1b E H 

right and left cosets of a 
index of a subgroup H in a group G 
{ ah \a E H, b E K} 
N is a normal subgroup of G 
factor group of G by N 

6 
26 

6 
1 5  

6 
7 

53 

59, 130, 1 73 
9 
9 
9 

1 1 ,  1 35 
I I , 1 35 

I I  
123 
1 2  
16 
24 

351 

16 
26 
26 
26 
27 
27 

30, 37 
30 

31 ,  1 19, 1 70 
3 1  
32 
32 
33 

33 
35 
37 
37 

38 

38 
39 
41 
42 
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SYM BOL 

sgn T 
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G(p) 
Gt 
Gx 
CH(X) 
NH(K) 
C(G) 
Cn(G) 
G' 
G(n) 
End A 

char R 

(X) 

(a) 
S-1R 

RP 
R[x] 
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346 
homorphism 

induced- 1 99, 209 
K-homomorphism 243 
kernel of a- 3 1 ,  1 19, 

170 
matrix of a- 329ff. 333 
natural- 469 
-of algebras 228 
-of groups 30ff� 43ff 

-of modules 170ff, 1 99ff 
-of rings 1 1 8 
substitution- 153 

Hopkin's Theorem 443 

ideal(s) 122ff 
algebra- 228 
finitely generated- 123 
fractional- 401 
-generated by a set 1 23 
invertible- 401 

I N DEX 

left quasi-regular- 426 
maximal- 127ff 
nil- 430 
nilpotent- 430 
order- 220 
primary- 380ff 
prime- 1 26ff, 377ff 
primitive- 425 
principal-ring 123 
proper- 123 
regular left- 417  

idempotent 
-element 1 35, 437 
orthogonal-s 1 35, 439 

identity 24, 1 1 5  
-function 4 
-functor 465 
-matrix 328 

tmage 
inverse- 4, 3 1  
-of a function 4 
-of a homomorphism 

3 1 '  1 1 9, 1 70 
-of a set 4 

inclusion map 4 

indecomposable group 83 
independence 

algebraic- 31 1 ff 
linear- 74, 181  

independent 
set of ideals 446 

indeterminate 1 50, 1 52 
index 

-of a subgroup 38 
relative- 245 

induced homomorphism 
1 99 209 

induction 
mathematical- 1 0  
transfinite- 14  

infinite set 1 6  
initial object 57 

injections 
canonical- 60, 1 30, 1 73 

injective 
-function 4 
-module 193ff 

inner automorphism 9 1  , 
459 

inseparable 
-degree 285ff 
purely-extension 282ff 

integers 9ff 
Gaussian- 1 39 
-modulo m 27, 1 16 

integral 
-closure 397 
-domain 1 16 
-element 395 
-ring extension 39 5 
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integrally closed ring 397 
intermediate field 23 1 

closed- 247 
stable- 250 

intermediate value theorem 
1 67 

internal 
-direct product 131  
-direct sum 62, 175 
-weak direct product 62 

Interpolation 
Lagrange's-Formula, 

1 66 
intersection 3 
. . 

tnvanant 
-dimension property 

185  
-factors 80, 225, 357, 

361 
-subspace 356 

inverse 24, 1 1 6  
-image 4, 31  
-of a matrix 331  
two sided-of a function 

5 
invertible 

-element 1 1 6 
-fractional ideal 401 
-matrix 331 

irreducible 
-element 136 
-module 416 
-polynomial 161  , 234 
-variety, 4 13  

irredundant primary de
composition 381 

isolated prime ideal 384 
isomorphism 30, 1 18, 170 

-theorems 44, 125ff, 
1 72ff 

natural- 468 
isotropy group 89 

join of groups 33 
Jordan 

-canonical form 361 
elementary-matrix 359 
--Holder Theorem 1 1 1 ,  

375 
Jacobson 
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-Density Theorem 420 
-radical 426ff 
-semisimple 429 

K-algebra, see algebra 

K-homomorphism 243 
K aplansky, I. vi ,  251 ,  39 1 ,  

432 
kernel, 3 1 ,  1 1 9, 170 

difference- 482 
-of a morphism 483 

Klein four group 29 
Kronecker 

-delta 204 

-�s method 1 67 

Krull 
-Intersection Theorem , 

389 
- Schmidt Theorem, 86 

l .u.b.,  14 
Lagrange's 

-Interpolation Formula 

166 
-Theorem 39 

lattice 1 4  
complete- 1 5  

Law of Well Ordering 1 0  
leading coefficient I 50 
least 

-element 1 3  
-upper bound 1 4  

left 

-adjoint 477ff 

-annihilat or 444 
-coset 38 
-exact 201 
-Goldie ring 44 7ff 
-ideal 122 
-inverse of a function 5 

-invertible element J J 6 
-order 447 
-quasi-regular 426 
-quotient ring 447 

length of a series 1 07. 3 7 5 
Levitsky's Theorem 434 
linear 

-algebra 327ff 
-combination 7 I 
-dependence 1 8 1  
-equations 346 
-functional 203 
-independence 74, 1 8 1 , 

291 
-ordering 1 3  

I N DEX 

linear transformation 170 
characteristic polynomi

al of a- 366ff 
decomposition of a-

355ff 
eigenvalues of a- 367 
eigenvector s of a- 367 
elementary divisors of a 

- 357 
invariant factors of a-

357 
matrix of a- 329, 333 
nullity of a- 335 
rank of a- 335ff 

linearly disjoint subfields 

3 1 8ff 

linearly independent 

-automorphisms, 291 
-elements 74, 1 8 1 

local ring 147 

localization 1 47 
logic 1 
lower bound 1 4  
Lying-over Theorem 398 

m-system 449 
Mac Lane, S. xiii, 325,  464 

main diagonal 328 
map, see function 

M aschke"s Theoren1 454 
mathematical induction I 0 
matrices, 328ff 

characterist ic polynomi-

a Is of- 366ff 
companion- 358 
determinants of- 35 1 ff 

direct surn of- 360 

eigenvalues of- 368 
eigenvectors of- 368 
elementary- 338 
elementary divisors of 

- 361  
elementary J ordan- 359 
equivalent- 332. 335ff 
-in row echelon form 

346 
invariant factors of-

3 6 1  

invertible- 33 1 
minors of- 352 
-of a homomorphism 

329ff, 333 
rank of- 336, 337 
row spaces of- 336 
secondary- 340 

similar- 332, 355ff 
skew-symmetric- 335 
symmetric- 335 
trace of- 369 
triangular- 335 

maximal 

-element 1 3  
-ideal 127ff 

-normal subgroup 108 
-subfield 457 

maximum condition 373 
McBrien, V .0. xiii, 1 2 1  
McCoy radical 444ff 
McKay, J .H. 93 
meaningful product 27 
membership 2 
metacyclic group 99 
middle linear map 207. 21 7 

canonical- 209 
minimal 

-annihilator 226 
-element 373 

-left ideal 41 6 
-normal subgroup I 03 
-polynomial 234, 356 
-pnme ideal 382 

m1n1mum 

-condition 373 
-element 1 3  
-polynomial 234 

minor of a matrix 352 
modular left ideal 417  

module(s) J 68ff, 37 1  
algebra- 45 1 
Artinian- 372ff 
completely red uci ble-

437 
di rect sum of- 1 73, 1 75 

direct product of- 1 73 

dual- 203tf 
exact sequence of- 1 75ff 
faithful- 4 1 8  
free- I 8 1  ff, 1 88 
homomorphisn1 of-

170fT, J 99ff 
injective- I 93ff 
isomorphism theorems 

for- 1 72ff 
Noetherian- -3 7 2ff 
-over a principal ideal 

domain 218ff 
projective- 1 90ff 
rank of- 1 8 5 

reflexive- 205 
semisimple- 437 
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simple- 41 6 nonsingular matrix 331 P-primary 380, 384 
sum of- 1 7 1  norm 289 P-radical 425 
tensor product of- normal 

. 
patr 

208ff -closure 265 -formation 6 
torsion- 1 79., 220 --endomorphism 84 ordered- 6 
torsion-free- 220 --extension field 264ff partial ordering 1 3  
trivial- 1 70 -series 1 07ff. 375 partition 7 
unitary- 169 -subgroup 41ff perfect field 289 

Moebius function 301 normalization lemma 410 permutation(s) 26, 46ff 
-

normalizer 89 disjoint- 4 7 monte 
-morphism 480 null set 3 even- 48 
-polynomial 1 50 nullity 335 odd- 48 

Monk, G .S. ix, 222 Nullstellensatz 412  orbits of- 47 
monoid 24 number sign of a- 48 
monomial 1 52 cardinal- 16ff Polynomial(s) 

degree of a- 1 57 natural- 9 characteristic- 366ff 
monomorphism 30, 1 1 8, Nunke, R. J.  x, xiii, 9 3  coefficients of- 1 50 

1 70 content of a- 162 
-in a category 480 object cyclotomic- 1 66, 298 

morphism 52, 480ff -in a category 52 degree of- 1 57, 1 58 
cokernel of a- 483 initial- 57 discriminant of- 270 
epic- 480 terminal- 57 Galois group of a-
kernel of a- 483 odd permutation 48 269fT 
monic- 480 one-to-one general-of degree n 308 
zero- 482 -correspondence 5 -in n indeterminates 

multilinear -function 4 1 5 1  
-form 349ff onto function 5 irreducible- 1 6 1 ,  234 
-function 349ff operation minimal- 234, 356 

multiple root 1 6 1 ,  261 binary- 24 minimum- 234 

multiplicative set 142 elementary row or monic- 1 50 

multiplicity of a root 16 1  column- 338 primitive- 1 62 
mutatis mutandis xv opposite ring of- 1 49ff, 1 51 ,  1 56 
n-th root of unity, see unity -category 466 roots of- 160 
n-fold transitive 424 -ring, 122,  330 separable- 261 
Nakayama ·s Lemma 389 orbit 89 power 
natural -of a permutation 4 7 -axiom 3 

-homomorphism 469 order -series 1 54ff 
-isomorphism 468 -ideal 220 -set 3 
-numbers 9 left- 447 predecessor 
-transformation 468ff -of an element 35, 220 immediate- 14 

nil -of a group 24 presentation of a group 67 
-ideal 430 partial- 1 3  pnmary 
-radical 379, 450 ordered pair 6 -decomposition, 381 , 

nilpotent ordering 383ff 
--element 121 ,  430 -by extension 1 8  -ideal 380fT 

-endomorphism 85 linear- 1 3  P-primary ideal 380 
-group IOOff partial- 1 3  P-primary submodule 
-ideal 430 simple- 1 3  384 

Noether total- 1 3  -rational canonical 
-Normalization orthogonal idempotents form 361 

Lemma 410 1 35, 439 -submodule 383ff 
- -Skolem Theorem 460 pnme 

Noetherian P.I.D., see principal ideal associated-ideal 380, 
-modules 372ff, 387ff domain 387 
-rings 372, 387ff p-group 93 --element 1 36 
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embedded-ideal 384 
-ideal 126ff, 377ff 
-integer 1 1  
isolated-ideal 384 
minimal-ideal 382 
-radical 379, 444ff 
relatively-integers 1 1  
relatively--elements 1 40 
-ring 445ff 
su bfield 279 

primitive 
--element theorem 287, 

288 
-ideal 425 
-polynomial 162 
-ring 418ff 
-root of unity 295 

principal 
-ideal 1 23 
-ideal ring 1 23 
-ideal domain 1 23 
modules over a-ideal 

domain 21 8ff 
principle 

-of mathematical 
induction 10 

-of transfinite induc
tion 14  

-of well ordering 14  
product 

-category 467 
Cartesian- 6, 7ff 
direct- 59ff, 1 30, 1 3 1 ,  

1 73 
-in a category 53ff 
-map 228 
semidirect- 99 
su bdirect- 434 
weak direct- 60, 62 

projection 
canonical- 8, 59� 1 30, 

173 
projective module 1 90ff 
proper 

-class 2 
-ideal 123 
-refinement 108, 375 
-subgroup 32 
-values 367 
-vectors 367 

Prufer domain 409 
pullback 170, 484 
purely inseparable 

-element 282 
-extension 282ff 

I N DEX 

purely transcendental ex
tension 3 14  

quasi-inverse, 426 
quasi-regular 426 

quaternion group 33, 97, 99 
quaternions 

division ring of real-
1 1 7, 461 

quotient 
-class 6 
-field 144 
-group 42ff 
-ring 125, 144ff, 447 

r-cycle 46 
R-module, see module 

Rad I 319 
radical 

--extension field 303ff 
Jacobson- 426ff 
nil- 379, 450 
-of an ideal 379 
P-ractical 425 
prime- 379, 444fT 
-property 425 
-ring 429 
solvable by-s 303 

range of a function 3 
rank 

column- 336, 339 
-of a free abelian group 

72 
-of a free module 185  
-of a homomorphism 

335ff, 339 
row- 336, 339 
-of a matrix 337ff 

rational 
-canonical form 360 
-function 233 
symmetric-function 

252ff 
rationals modulo one 27 
Recursion Theorem 10  
reduced 

-abelian group 198 
-primary decomposi-

tion 381,  384 
-row echelon form 346 
-word 64, 68 

refinement of a series 1 08, 
375 

reflexive 
-module 205 
-relation 6 

regular 
-element 447 
-function 412  
-left ideal 417 
-left quasi- -. 426 
Von Neumann-ring 

442 

relative complement 3 
relation 6, 66 

antisymmetric- 1 3  
congruence- 27 
equivalence- 6 
generators and-s, 67ff, 

343ff 
reflexive- 6 
symmetric- 6 
transitive- 6 

relative 
-dimension 245 
-index 245 

relatively prime 
-integers 1 1  
-ring elements 1 40 

Remainder Theorem 1 59 
Chinese- 1 3 1  

representable functor 470 
representation 470 
resolvant cubic 272 
restriction 4 
right 

-adjoint 477 
-annihilator 444 
-coset 38 
-Goldie ring 447 
-ideal 122 
-inverse of a function 5 
-invertible element 1 16 
-quasi-regular 426 
--quotient ring 447 

ring(s) 1 1 5ff, 371 ff, 4 14ff 
Artinian- 372, 421 , 435 
Boolean- 120 
commutative- 1 1 5, 

371ff 
direct product of- 130, 

1 3 1  
discrete valuation- 401 
division- 1 16, 462 
endomorphism- 4 1  5 
Euclidean- 1 39 
--extensions 394ff 
Goldmann- 400 
group- 11 7 

homomorphism of-
l i S  



integrally closed- 397 

left quotient- 447 
local- 147 
Noetherian- 372, 387ff 
-of formal power series 

1 54ff 
-of polynomials 1 49ff 
-of quotients or frac-

tions 144ff 
opposite- 122, 330 
primitive- 41 8ff 
prime- 445ff 
quotient- 1 25, 447 
radical- 429 
regular- 442 
semiprime- 444ff 
semisimple- 429, 434ff 
simple- 416ff 
subdirectly irreducible-

442 
root 

adjoining a- 236 
multiple- 161 ,  261 
multiplicity of a- 1 6 1  
-of unity 294 
simple- 161 , 261 

row 
--echelon form 346 
elementary-operation 

338 
-rank 336, 339 
-space 336 
-vector 329 

ruler and compass con
structions 238 

Russell's Paradox 2 

scalar matrix 328 

Schreier's Theorem 1 10, 375 

Schroeder-Bernstein 
Theorem 1 7  

Schur·s Lemma 419 

second isomorphism 
theorem 44, 126, 173 

secondary matrix 340 

semidirect product 99 

semigrou p 24 

semiprime ring 444ff 

semisimple 
-module 437 
-ring 429, 434ff 

separable 
--degree 285ff 
-element 261 

I N DEX 

-extension 261 , 282ff, 
324 

-polynomial 261 
separably generated exten

sion 322 
separating transcendence 

base 322 
sequence 1 1  

exact- 1 7  5ff 
short exact- 1 7  6 

senes 
ascending central- 100 
composition- 108,  375 
equivalent- 109, 375 
formal power- 1 54ff 
normal- 107ff, 375 
refinement of a- 108,  

375 
solvable- 108 
subnormal- 1 07ff 

set(s) 
denumerable- 16 

disjoint- 3 
empty- 3 
equipollent- 15  

finite- 16  
infinite- 16  
linearly ordered- 13  
multiplicative- 1 42 
nuU- 3 
partially ordered- 1 3  
power- 3 
underlying- 55 

well ordered- 1 3  
Short 

-Five Lemma 1 76 
--exact sequence 1 76 

sign of a permutation 48 
similar matrices 332, 355ff 
simple 

-components 440 
-extension field 232 
-group 49 
-module 179, 375, 4 16ff 
--ordering 1 3  

-ring 4 16ff 
-root, 1 61 ,  261 

singleton 6 
skew-symmetric 

-matrix 335 
-multilinear form 349 

solvable 
-by radicals 303 
-group I 02ff, 108 
-series 1 08 

span 1 8 1  
spectrum 378 
split exact sequence 177 
splitting fields 257ff 

stabilizer 89 

stable intermediate field 
250 

standard 
-basis of Rn 336 
-n-product 28 

su balgebra 228 
subclass 2 
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subdirect product 434 

subdirectly irreducible ring 
442 

su bfield(s) 
composite- 233 
-generated by a set 231 , 

232 
linearly disjoint- 3 1 8ff 
maximal- 457 
prime- 279 

subgroup(s) 3 1  ff 
characteristic- 103 
closed- 247 
commutator- 102 
cyclic- 32 
derived- 102 
fully invariant- 103 
-generated by a set 32 
-generated by groups 

33 
join of- 33 
maximal normal- 108 
minimal normal- 103 
normal- 41ff 
proper- 32 
Sylow- 94 

transitive- 92, 269 
trivial- 32 

submodule(s) 17 1  
chain conditions on-

372ff 
cyclic- 171  
finitely generated- 1 7 1  
-generated (or spanned) 

by a set 171  
primary- 383ff 
sum of- 1 7 1  
torsion- 220 

subnormal series 107ff 
subring 1 22 

-genera ted by a set 231 , 
232, 395 
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subset 3 

subspace 1 7 1  

¢-invariant- 356 
substitution homomor

phism 1 53 

successor 

immediate- 1 5  

sum ( = coproduct) 54ff 

sum 

direct- 60. 62, 1 73 .  1 75 

-of submodules 1 7 1  
summand 

direct- 63lt 437 

surjective function 5 

Swords, R.J -� xiii 
Sylow 

-p-subgroup 94 

-theorems 92ff 
symmetric 

-group 26, 46ff 

-matrix 335 

-multilinear function 

349 

-rational function 252ff 

-relation 6 

symmetries of the square 

26 

tensor product 208ff 

-of algebras 229 

induced homomorphism 

on the- 209 

terminal object 57 

third isomorphism theorem 

44, 1 26, 173 

torsion 

-group 78 
-module 1 79, 220 

-subgroup 78 

-submodule 1 79, 220 

torsion-free 

-group 78 

-module 220 
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total 

-degree 1 57 

-ordering 1 3  
trace 289, 369 

transcendence 

-base 3 1 3ff 
-degree 3 1 6  

separating-base 322 

transcendental 

-element 233 

-extension 233, 3 1 1  ff 

purely-extension 3 1 4  

transfinite induction 1 4  

transformation 
linear- 170, 355ff 
natural- 468ff 

transitive 

-relation 6 

-subgroup 92, 269 

-subring 424 

translation 88 

transpose of a matrix 328 

transposition 46 
triangular matrix 335 

trichotomy law 1 8  

trivial ideal 123 

U.F.D.,  see unique factori

zation domain 

underlying set 55 

union 3 

disjoint- 58 

unique factorization do

main 1 37 

unit 1 1 6 

-map 228 

unitary module 1 69 

unity 
root of- 294 

primitive root of- 295 

universal 

-element 470 

-mapping property 9, 
57 

-object 57 
upper bound 1 3  

valuation 

-domain 409 

discrete-ring 404 

Van Dyck's Theorem 67 

variety 409 

vector 

column- 333 

row- 329 

vector space 1 69, 1 80ff 

finite dimensional- 1 86 
Von Neumann regular ring 

442 

weak direct product 60, 62 

Wedderburn's Theorem on 

finite division rings 
462 

Wedderburn-Artin 
Theorems 421 ,  435 

well ordered set 1 3  
well ordering 

law of- 10 

-principle 1 4  
word 64, 68 

reduced- 64, 68 

empty- 64 

Y oneda, N. 472 

Zassenhaus Lemma, 1 09, 

375 

zero 409 

-divisor 1 16 

-element 1 1 5  

-matrix 328 

-morphism 482 

-object 481 

-of a polynomial 1 60  
Zorn's Lemma, 1 3  � 
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